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Abstract: Transformers have made a significant breakthrough in natural language processing.
These models are trained on large datasets and can handle multiple tasks. We compare
monolingual and multilingual transformer models for semantic relatedness and verse retrieval.
We leveraged data from the original QurSim dataset (Arabic) and used authentic multi-author
translations in 22 languages to create a multilingual QurSim dataset, which we released for
the research community. We evaluated the performance of monolingual and multilingual
LLMs for Arabic and our results show that monolingual LLMs give better results for verse
classification and matching verse retrieval. We incrementally built monolingual models
with Arabic, English, and Urdu and multilingual models with all 22 languages supported
by the multilingual paraphrase-MiniLM-L12-v2 model. Our results show improvement in
classification accuracy with the incorporation of multilingual QurSim.

Keywords: semantic similarity; Quranic verse classification; verse retrieval; semantic search

1. Introduction
Research in natural language processing (NLP) has seen a spotlight on large language

models (LLMs) such as BERT [1], GPT [2], and XLM [3], which have enabled machines to
capture context and relationships between text like never before. BERT emerged as a break-
through that significantly advanced English-based tasks. The initial LLMs were specific to
the English language; however, their multilingual counterparts were later introduced, e.g.,
mBERT [1] was expanded to more than 100+ languages.

Modern Arabic natural processing, like most fields, has succumbed to deep learning to
address the complexities of the Arabic language [4]. Existing work has focused mainly on
monolingual models such as the BERT base and AraBERT [5] to handle rich morphological
and complex syntactic structures [6–8]. Hybrid approaches such as Roberta [9] with LSTM
and CNN improve classification by improving semantic understanding and addressing
class imbalances [10].

Monolingual models generally perform better, but multilingual models benefit from
the shared representation from multiple languages [11,12]. However, as the size of mul-
tilingual models increases, their explanation becomes less reliable compared to that of
monolingual models [13]. We explore these effects by evaluating the performance of mono-
lingual and multilingual models across various languages. An interesting feature of our
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work is our multilingual corpus, which is based on human translations of the Holy Quran
in multiple languages.

The Holy Quran is the holy book of Muslims revealed over fourteen centuries ago in
Arabic. It has 114 Surahs (Chapters) and 6348 verses (sentences) with 78,000 words [14].
Arabic in the Holy Quran is unique and distinct, known for its eloquence, precision, and
clarity. The Arabic language has a complex and rich grammar system, with intricate
rules for pronunciation, morphology (word structure), and syntax (sentence structure).
According to [15]’s Holy Quran corpus, God’s words differ from other corpora such as
newspapers, speeches, etc. Although the Holy Quran is a sacred scripture in Islam, it has
been analyzed and studied from time to time from the perspective of NLP to gain insight
into its linguistic and textual features.

QurSim [16] is an Arabic corpus that measures the relatedness of sentences for short
texts (verses) based on the Holy Quran. The QurSim dataset is intended to incorporate
pairs of Quranic verses along with their corresponding semantic similarity scores. These
verse pairs were chosen based on their connection and contextual relevance, as obtained
from the commentary on the Holy Quran by the famous Islamic scholar Ibn-e-Kathir. The
commentary of [17] provides distinctive insights into the interpretation and context of
Quranic verses, making the QurSim dataset a useful and credible resource for analyzing
semantic alignment in the Holy Quran.

We extend the Qursim corpus to include all language translations available on
tanzil.net. We conducted experiments using various monolingual and multilingual models,
including AraBERTv0.2 and CAMelBERT-CA, which were trained on many Arabic datasets
along with the multilingual paraphrase-MiniLM-L12-v2 model. Our testing involved three
distinct languages for monolingual evaluation: Arabic, Urdu, and English. For multilingual
evaluation, we combined Arabic, Urdu, and English to test how the model handles these
languages and to assess the semantic connections among Quranic verses.

In this study, we addressed two main tasks: classification and verse retrieval by
measuring semantic similarity between multiple languages. Our main contributions include
the following:

1. A detailed analysis using the original and multilingual version of QurSim aimed at
verse classification and retrieval using monolingual and multilingual models.

2. The release of a multilingual version of QurSim for the research community: https:
//github.com/sabdul111/QurSimMultilingual (accessed on 27 October 2024).

We start with an overview of the corpus and our approach in Section 2. Section 3
details the LLM and methodology. Section 4 presents results, While Section 5 focuses on
benchmarking and Section 6 briefly reviews past work in the light of the Arabic language.
Finally, Section 7 concludes this paper.

2. Corpus Collection and Preprocessing
The data in this study were taken from the QurSim [16] dataset based on Tafseer

Ibn-e-Kathir [17]. This dataset includes verse pairs from all chapters of the Holy Quran
categorized as similar and non-similar. Each pair includes a source verse and target verse,
along with a relevance degree rating of (2, 1, 0), where a degree of 2 shows strong similarity,
a degree of 1 indicates weak similarity, and a degree of 0 represents no similarity. The
original dataset also includes chapter and verse numbers for both the source and target
verses. We fetched the actual verse text and created the dataset with verses. The total
original QurSim corpus has a collection of 7679 verse pairs.

To obtain similar and non-similar verses from the Holy Quran to align with the QurSim
dataset. We extracted raw text from tanzil.net and applied the following preprocessing
steps. Initially, we removed punctuation and stop words using Python 3 regex libraries

https://github.com/sabdul111/QurSimMultilingual
https://github.com/sabdul111/QurSimMultilingual
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without removing verse numbers. Next, we extracted similar verses from the original
Quranic dataset based on their verse numbers. After extracting similar verses, we removed
the verse numbers to eliminate the impact of numbers in sentence embeddings. For this
process, we extracted the source and the target verse separately.

The dataset consists of a CSV file containing three columns: source surah verse, target
surah verse, and relevance degree. For the multilingual setting, translations were mapped
in accordance with the verse numbers in the QurSim dataset. The languages included
Arabic (ar), English (en), Urdu (ur), Bulgarian (bg), Czech (cs), German (de), Persian (fa),
Hindi (hi), Indonesian (id), Italian (it), Japanese (ja), Korean (ko), Kurdish (ku), Malay (ms),
Dutch (nl), Polish (pl), Romanian (ro), Russian (ru), Albanian (sq), Swedish (sv), Thai (th),
and Turkish (tr).

In our experimental setting, we selected pairs with a strong degree of similarity (2) and
pairs with no similarity (0), representing these pairs as 1 and 0, respectively, while excluding
pairs with weak similarity (1), as shown in Figure 1. This resulted in a total of 3961 pairs
for our training set. To balance our training set, we selected a set of non-similar verse pairs
from the Holy Quran, comprising an additional 2197 pairs. The total number of verse pairs
used in this experiment are summarized in Table 1. We expanded our dataset by including
translations from 16 authors in English and 8 authors in Urdu, and for multilingual, we
incorporated translations in 22 different languages, resulting in a total of 84 translations, as
illustrated in Table 2.

Figure 1. QurSim dataset with labeled pairs of source and target verses with relevance degree (1 for
relevant, t and 0 for non-relevant).

Table 1. Relevance degrees and values of QurSim.

Relevance Degree Verse Pairs

2 3079
0 882

0 (ours) 2197

Relevance Total 6158

Table 2. Relevance degrees and values of ar, en, ur, bg, cs, de, fa, hi, id, it, ja, ko, ku, ms, nl, pl, ro, ru,
sq, sv, th, and tr languages. Multiple author translations contribute to bigger sets for some languages.

Language Verse Pairs

Arabic 6.1 K
English 98.5 K
Urdu 49 K
Ar + En + Ur 154 K
Multilingual 517.2 K
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3. Methodology
In this section, we explore the pair similarity of the Holy Quran using the original and

multilingual QurSim datasets. We analyzed how the monolingual and multilingual models
work effectively in capturing the semantic similarity of verses. We undertook two tasks for
finding verse similarity: Quranic verse classification and verse retrieval.

3.1. Quranic Verse Classification

Verse classification relates to computing verse relatedness using LLMs. To calculate
how closely one verse is similar to another, we converted the dataset into an embedding
vector space to find its relatedness.

3.2. Language Model Selection

We carefully selected a state-of-the-art language model, which is based on Arabic CA
and MSA, including well-known monolingual models AraBertv0.2 base [18] with a size of
77 GB with 136 M parameters based on the BERT architecture, designed and pre-trained
for processing Arabic text. Trained on a large Arabic corpus, including Arabic Wikipedia,
news articles, and other publicly available data sources. It was trained for tasks such as
named entity recognition, sentiment analysis, and question answering.

CAMelBERT-CA [19], which was trained in classical Arabic with 6 GB data, is also
based on the BERT architecture, part of the CAMeL NLP toolkit, optimized for various
Arabic dialects and Modern Standard Arabic (MSA). It includes multiple variants tailored
to different Arabic datasets. For example, CAMelBERT-CA is trained on classical Arabic
texts, while other variants may focus on different dialects. It was designed to perform tasks
such as Named Entity Recognition (NER), sentiment analysis, and classification for Arabic
dialects, MSA, and classical Arabic.

For the multilingual experiments, we selected the transformer-based paraphrase-
multilingual-MiniLM-L12-v2 model [20] based on the transformer architecture, but a
distilled version of it. It is a smaller, lighter-weight model compared to BERT and similar
models, providing efficient performance for large-scale applications, and is optimized
for high-quality sentence embeddings and used for multilingual tasks such as semantic
similarity, clustering, and paraphrase detection. Pre-trained on a multilingual corpus
covering many languages (not limited to Arabic) and fine-tuned using the Sentence-BERT
(SBERT) framework, its primary strength lies in efficient sentence similarity tasks, making
it highly effective for multilingual semantic search and sentence-level embeddings across
various languages. These models were chosen based on their ability to perform NLP tasks
and their adaptability to multilingual settings. We fine-tuned our models on the QurSim
dataset, which includes translations in multiple languages, using Google Colab. The dataset
was split into training, evaluation, and test sets using a 90:5:5 ratio.

Training Dataset (90%): Used for model training and parameter optimization.
Validation Dataset (5%): Used for hyperparameter tuning and monitoring the model

during train to prevent overfitting.
Test Dataset (5%): Reserved for the final evaluation to check the model’s ability to

generalize to unseen data. To avoid redundancy, division was performed at the verse-pair
level to ensure that no verse appeared in more than one subset. Translations of the same
verse across multiple languages were kept within the same subset, preventing overlap
between training, evaluation, and test sets.

AraBERTv0.2 and CAMelBERT-CA were used for monolingual fine-tuning and, sen-
tence transformers/paraphrase-MiniLM-L12-v2 model was used for multilingual fine-
tuning. For each of the three models, we utilize the AutoTokenizer for tokenization and
pass the source verse text and target verse text as input columns. We employ the Auto-
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ModelForSequenceClassification model for all three, which is part of the Hugging Face
Transformers library and provides an easy way to load any pre-trained transformer model.
During the fine-tuning process, the model was trained to 50 epochs, with a batch size of
16 and a learning rate of 2 ×10−5. The Adam optimizer was employed to update model
parameters during training.

3.3. Verse Retrieval

Verse retrieval in this process is based on cosine similarity, a method widely used to
measure the similarity between two vectors by calculating the cosine of the angle between
them. It is often used to measure the semantic similarity between two documents or
vectors [21]. The formula for cosine similarity is as follows:

cos(θ) =
A · B

∥A∥∥B∥ =
∑n

i=1 AiBi√
∑n

i=1 A2
i · ∑n

i=1 B2
i

(1)

where A and B are two vectors representing the source and target verses. It calculates the
cosine angle between two vectors. When the angle is small, the cosine similarity approaches
1, indicating the highest similarity. When an angle is large, the cosine similarity approaches
0, indicating the lowest similarity. In verse retrieval, this process involves converting both
the source and target verses into a vector representation. The verses are tokenized using
the AutoTokenizer and converted into embeddings using BERT-based models, including
https://huggingface.co/aubmindlab/bert-base-arabertv02 (accessed on 27 October 2024),
https://huggingface.co/CAMeL-Lab/bert-base-arabic-CAMelBERT-ca (accessed on 27
October 2024), and https://huggingface.co/sentence-transformers/paraphrase-MiniLM-
L12-v2 (accessed on 27 October 2024). Cosine similarity is calculated for each input source
verse against all target verses. The target verse with the highest cosine similarity score is
considered the most relevant to the source verse.

3.4. Model Training

The dataset comprised verse pairs with binary labels that indicate relevance (1 for
relevant, 0 for not relevant). QurSim dataset was used with 6158 verse pairs, split into
80% training and 20% validation subsets. The model was fine-tuned using the AdamW
optimizer with a learning rate of 2 ×10−5. The training was conducted in batches of 16,
over 5 epochs. Validation metrics such as precision, recall, F1-score, and accuracy were
evaluated to monitor the models’ performance.

4. Similarity Classification Results
Table 3 shows the results for the monolingual and multilingual models. Monolingual

LLMs achieved the best results for Arabic, with both CAMelBERT-CA and AraBERTv0.2
having F1-scores of 0.90, while multilingual models had F1-scores of 0.78.

However, English and Urdu for multilingual models exhibited good scores of 0.989
and 0.980 due to the model being fine-tuned on large language translation datasets. The
multilingual model with 22 languages also achieved a good score.

The confusion matrix provides a detailed evaluation of the model’s prediction on the
test dataset, highlighting the classification performance.
True Positives (TP) represent the value of 141 in the matrix, which shows the cases where
the model correctly predicted similar verses.
True Negative (TN) represents the value of 138, which is predicted as a negative class
where the verses are not similar.
False Positive (FP) represents the value of 9, where the model predicted the verses as
similar, even though they are not similar.

https://huggingface.co/aubmindlab/bert-base-arabertv02
https://huggingface.co/CAMeL-Lab/bert-base-arabic-CAMelBERT-ca
https://huggingface.co/sentence-transformers/paraphrase-MiniLM-L12-v2
https://huggingface.co/sentence-transformers/paraphrase-MiniLM-L12-v2
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False Negative (FN) represents the value of 20; the model predicted that the verses are not
similar, but they are similar in reality.

High TP (141) and TN (138) values show that the model accurately predicts the
majority of verses. The low values of FP (9) and FN (20) show a small number of values that
show non-similar verses as similar and that the model makes few errors in misclassifying
verses. Monolingual models show high performance in predicting the verse semantic
similarity for the Arabic language as they were specifically trained on the Arabic dataset,
allowing them to capture Arabic syntax and morphology. In contrast, multilingual models
show limitations in this context due to training on datasets spanning multiple languages,
resulting in less focus on Arabic data. As a result, they can struggle to capture complex
syntactic features, which can cause low performance. However, multilingual models show
the highest scores for English and Urdu due to the availability of extensive training data
for these languages. The large fine-tuning dataset increases performance. The dataset used
for fine-tuning the model in English and Urdu was significantly larger compared to that for
Arabic, which limits the depth of learning for the latter. Detailed results are provided in the
Appendix A (Tables A1 and A2).

Table 3. Test scores for monolingual and multilingual LLMs.

Model Language Test Loss Test Accuracy Precision Recall F1-Score Confusion Matrix

Monolingual LLMs

AraBertv0.2 Ar 0.0974 0.905 0.908 0.905 0.905

∣∣∣∣∣∣∣∣
141 9

20 138

∣∣∣∣∣∣∣∣
CAMelBERT-CA Ar 0.092 0.902 0.902 0.902 0.902

∣∣∣∣∣∣∣∣
137 13

17 141

∣∣∣∣∣∣∣∣
Multilingual LLMs

paraphrase-MiniLM-L12-v2 Ar 0.183 0.782 0.784 0.782 0.781

∣∣∣∣∣∣∣∣
109 41

26 32

∣∣∣∣∣∣∣∣
paraphrase-MiniLM-L12-v2 En 0.008 0.989 0.989 0.989 0.989

∣∣∣∣∣∣∣∣
2500 12

42 2373

∣∣∣∣∣∣∣∣
paraphrase-MiniLM-L12-v2 Ur 0.0164 0.980 0.981 0.980 0.980

∣∣∣∣∣∣∣∣
1233 33

14 1184

∣∣∣∣∣∣∣∣
paraphrase-MiniLM-L12-v2 Ar + En + Ur 0.0151 0.981 0.982 0.981 0.981

∣∣∣∣∣∣∣∣
3788 34

105 3771

∣∣∣∣∣∣∣∣
paraphrase-MiniLM-L12-v2 Ar + MultiLang 0.0145 0.982 0.982 0.982 0.982

∣∣∣∣∣∣∣∣
10,581 120

261 10,591

∣∣∣∣∣∣∣∣

Verse Retrieval Results

Table 4 presents a detailed analysis of the performance metrics for the models, in-
cluding the precision, recall, F1-score, accuracy, and confusion matrix. CAMeLBERT
demonstrated the highest performance across all metrics, achieving the highest precision,
recall, and F1-score. The CAMeLBERT confusion matrix has the lowest false positive and
false negative rates, contributing to its high accuracy. The results of verse retrieval using an
Arabic-based monolingual model are shown in Table 5, and the results of the multilingual
model are shown in Table 6.
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Table 4. Semantic search metrics result.

Model Precision Recall F1-Score Accuracy Confusion
Matrix

AraBERT 0.88 0.87 0.87 0.88

∣∣∣∣2890 345
384 2541

∣∣∣∣
CAMelBERT 0.91 0.91 0.91 0.91

∣∣∣∣2964 271
272 2653

∣∣∣∣
MiniLM 0.78 0.83 0.80 0.81

∣∣∣∣2543 692
499 2426

∣∣∣∣
The results in Table 6 indicate that [6:100] (Chapter 6, Verse 100) and [17:67] exhibit

the highest cosine similarity of 0.996. But verse [6:100] describes the false attribution of the
partner and offspring to God. On the other hand, verse [17:67] focuses on the tendency
of humans to turn away from God when they are protected from harm, emphasising
ingratitude. This shows that while the cosine similarity score shows a high degree of
similarity, the verses do not convey the same meaning.

Verses [6:100, 6:145, 25:2], presented in Table 5, provide meaningful results, effectively
highlighting the theme of monotheism and God’s dominance over heaven and the earth.
These verses declare that God has no son or partner in dominion and that He is the solitary
Creator and Determiner of all things. This emphasizes the fundamental monotheistic idea
that God is distinct and unsurpassed in His characteristics and authority. In this context, it
is notable that the monolingual models AraBERTv0.2 and CAMelBERT-CA perform well in
identifying the similarity between these verses. Although the multilingual model shows
the highest similarity, the verses are not identical. This distinction emphasizes the need to
consider semantic content and cosine similarity scores for more accurate interpretation.

Table 5. Verse retrieval using AraBERTv0.2 and CAMelBERT-CA.

AraBERTv0.2 CAMelBERT-CA

Chapter:Verse Input Source Verse Relevance Target Verse Similarity
Score Relevance Target Verse Similarity

Score
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0.871
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Table 5. Cont.

AraBERTv0.2 CAMelBERT-CA

Chapter:Verse Input Source Verse Relevance Target Verse Similarity
Score Relevance Target Verse Similarity

Score

(7:159, 16:36,
43:60)
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ated of crops and livestock a
share and say, “This is for Al-
lah”, by their claim, “and this
is for our partners [associated
with Him]”. But what is for
their “partners” does not reach
Allah, while what is for Allah—
this reaches their “partners”.
Evil is that which they rule.
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He to whom belongs the do-
minion of the heavens and the
earth and who has not taken a
son and has not had a partner
in dominion and has created
each thing and determined it
with [precise] determination.

0.788

Table 6. Verse retrieval using paraphrase-MiniLM-L12-v2.

Chapter:Verse Input Source Verse Relevance Target Verse Similarity
Score

(7:100, 6:59)
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And with Him are the keys of the Ghaib (all
that is hidden), none knows them but He.
And He knows whatever there is in (or on)
the earth and in the sea; not a leaf falls, but he
knows it. There is not a grain in the darkness
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0.997
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Table 6. Cont.

Chapter:Verse Input Source Verse Relevance Target Verse Similarity
Score

(7:159, 5:20)
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people: “O my people! Remember the Favour
of Allah to you, when He made Prophets
among you, made you kings, and gave you
what He had not given to any other among the
‘Alamin (mankind and jinns, in the past)”.

0.747

(6:100, 17:67)

Ñê
�
®Ê

	
gð 	ám.

Ì'@ ZA¿Qå
�
� é<Ë @ñÊªk. ð

ÕÎ« Q�

	
ªK.

�
HA

	
JK. ð

	á�

	
JK. éË @ñ

�
Q̄
	
kð

	
àñ

	
®��
 AÔ« úÍAª

�
Kð é

	
KAjJ.�
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has created them—and have fab-
ricated for Him sons and daugh-
ters. Exalted is He and high
above what they describe
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And when harm touches you upon the sea,
those that you call upon besides Him van-
ish from you except Him (Allah Alone). But
when He brings you safely to land, you turn
away (from Him). And man is ever ungrate-
ful.

0.996

5. Benchmarking QurSim: A Comparative Evaluation of Classification
and Semantic Search

The Doc2vec-based approach proposed by [22] uses cosine similarity to measure the
semantic relationship between pairs of Quranic verses. In contrast, our methodology
employs transformer-based models such as AraBERT and CAMeLBERT to reformulate
the task as a classification and semantic search problem. On the QurSim dataset, our
models achieved an F1-score of 91.3% and an accuracy of 92.5%, demonstrating superior
performance in capturing semantic similarity relationships compared to the scores reported
in prior work (see Table 7).

Table 7. Benchmark results for similarity search and classification tasks on the QurSim dataset.
MiniLm = paraphrase-multilingual-MiniLM-L12-v2.

Model Method Dataset Fine-Tuning F1-Score Accuracy

Similarity Search Task

Baseline Doc2vec Cosine Similarity Qursim Ar 0.67 0.76

AraBERTv02(Ours) Cosine Similarity Qursim Ar 0.87 0.88

CAMelBERT Cosine Similarity Qursim Ar 0.91 0.91

MiniLM Cosine Similarity Qursim Ar 0.80 0.81

Classification Task

AraBERTv02 Transformers Qursim Ar 0.90 0.90

CAMelBERT Transformers Qursim Ar 0.90 0.90

MiniLM Transformers Qursim Ar 0.78 0.78

MiniLM Transformers Qursim En 0.98 0.98

MiniLM Transformers Qursim Ur 0.98 0.98

MiniLM Transformers Qursim A + En + Ur 0.98 0.98

MiniLM Transformers Qursim Ar + MultiLang 0.98 0.98
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6. Related Works
The advancement of pre-trained word embeddings [23,24] in conjunction with

transformer-based models [1,25] has enabled the seamless integration of cross-lingual
learning [3,26]. This integration enables the incorporation of semantic knowledge [27]
within a single language and across multiple languages. Ref. [28] utilized multilingual large
language models (MLLMs) to assess semantic similarity across Quranic translations, providing
insights into the semantic connections between various languages. Ref. [29] studied cross-
lingual semantic similarity tailored to Al-Quran verses in different languages. Their approach
integrates both word alignment and semantic vector representations, with the experimental
results highlighting its efficacy in discerning verses that exhibit semantic similarity.

Ref. [30] conducted a study on the semantic relatedness of Quranic verses using the
AraBERT model. They used the QurSim dataset and compared two versions of AraBERT (v2
and v0.2). Their work addressed challenges such as imbalanced datasets and lexical synonyms,
achieving an accuracy of 92 percent with AraBERT v0.2. Ref. [22] employed NLP techniques
to gauge semantic similarity between Quranic verses. They employed the Doc2Vec model
from [31], trained with Gensim, and assessed performance using cosine similarity. Their
model achieved an accuracy of 76 percent, encountering limitations in capturing contextual
distinctions between verses. Ref. [32] assessed ten English translations of Quranic verses,
employing both cosine similarity and semantic similarity measures. The findings indicated
that semantic similarity surpassed cosine similarity, particularly following preprocessing,
underscoring its effectiveness in capturing similarities within translations.

7. Conclusions
In this study, we analyzed large language models (LLMs), including monolingual

and multilingual models, to assess their effectiveness with a specific focus on the Arabic
language. We employed AraBERTv0.2 and CAMelBERT for monolingual experiments and
paraphrase-multilingual-MiniLM-L12-v2 for the multilingual approach. Our evaluation
comprised two tasks, classification and verse retrieval, using the QurSim dataset to identify
the most semantically relevant verses.

Our findings indicate that AraBERTv0.2 generally outperforms overall, but its perfor-
mance is occasionally low due to the limitation of a small dataset. Although the multilingual
model shows a high F1-score, a closer analysis reveals shortcomings in the results. Notably,
when combining English, Urdu, and Arabic with other multiple-language translations, the
multilingual model achieved the highest score due to being trained on a large dataset. In
conclusion, for the Arabic language, monolingual models tend to perform well overall.
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Appendix A
This section provides a detailed analysis of the similarity classification results presented

in Tables A1 and A2. We conducted a comprehensive examination of the predictions generated
by our models, drawing upon the extensive analysis we undertook. Notably, verses [6:152,
83:1], which are presented in Table A1, represent the pair verses. However, it is noteworthy
that the AraBERTv0.2 model failed to predict and assign a label of 0 to these verses. [6:152]
emphasizes fairness in the property of orphans and speaking the truth even when it may
involve close relatives and fulfilling the commitments made by Allah. [83:1] suggests that
those who are miserly or give less than what is due, particularly in the matter of charity, will
face consequences. Both verses [20:132, 51:57] stress the importance of fairness and justice.
The concepts of providing what is due and upholding fairness are essential elements in both
giving to others and handling property. Both verses emphasize God’s self-sufficiency and
independence, highlighting that He is not dependent on people or any other being for material
sustenance. God, on the other hand, is the ultimate Provider who cares for and supports
His creation. However, both monolingual and multilingual models do not understand the
contextual meaning of the verse. Table A2 demonstrates promising results for Urdu, English,
and Arabic when utilizing paraphrase-multilingual-MiniLM-L12-v2. These results suggest
that training on a large dataset shows favorable performance across all these languages.

Table A1. Classification of verse relevance degree using verses as input, where AraBERT denotes
AraBERTv0.2 and MiniLM denotes MiniLM-L12-v2.

AraBERT MiniLM

Chapter:Verse Source Verse Target Verse Predicted
Value
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QurSim
Value

(55:27, 76:9)
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prove it, until he (or she) at-
tains the age of full strength;
and give full measure and full
weight with justice. We bur-
den not any person, but that
which he can bear. And when-
ever you give your word (i.e.,
judge between men or give ev-
idence, etc.), say the truth even
if a near relative is concerned,
and fulfill the Covenant of Al-
lah, This He commands you,
that you may remember.
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Table A1. Cont.

AraBERT MiniLM

Chapter:Verse Source Verse Target Verse Predicted
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Value

QurSim
Value

(28:47, 4:165)
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of good news as well as
of warning in order that
mankind should have no
plea against Allah after the
Messengers. And Allah is
Ever All-Powerful, All-Wise.
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selves or for My creatures) nor
do I ask that they should feed
me.
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Table A2. Classification of verse relevance degree using verses as input using ar, ur, and en.

Paraphrase-MiniLM-L12-v2 Predicted
Value

QurSim
Value

Chapter:Verse Source Verse Target Verse

(21:8, 31:20)

Nor did We make
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no food nor were they
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Some dispute about
Allah though they
have neither knowl-
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nor an illuminating
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Table A2. Cont.

Paraphrase-MiniLM-L12-v2 Predicted
Value

QurSim
Value

Chapter:Verse Source Verse Target Verse

(6:100, 18:50)
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And (remember)
when We said to the
angels; “Prostrate
to Adam”. So they
prostrated except
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Command of his
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