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Preface

The 11th International Conference on Theory and Applications Soft Computing,
Computing with Words and Perceptions and Artificial Intelligence
(ICSCCW-2021) is the premier international conference organized by Azerbaijan
Association of “Zadeh’s Legacy and Artificial Intelligence” (Azerbaijan),
Azerbaijan State Oil and Industry University (Azerbaijan), University of Siegen
(Siegen, Germany), BISC-Berkeley Initiative in Soft Computing (USA), University
of Texas (San Antonio (USA), Georgia State University (Atlanta, USA), University
of Alberta (Canada), University of Toronto (Toronto, Canada), System Research
Institute of Polish Academy of Sciences, Near East University (North Cyprus).

This volume presents the proceedings of the 11th International Conference on
Theory and Applications Soft Computing, Computing with Words and Perceptions
and Artificial Intelligence, ICSCCW-2021 held in Antalya, Turkey, on August 23–
24, 2021. It includes contributions from diverse areas of soft computing and
computing with words such as uncertain computation, decision making under
imperfect information, neuro-fuzzy approaches, deep learning, natural language
processing, and others. The topics of the papers include theory and application of
soft computing, information granulation, computing with words, computing with
perceptions, image processing with soft computing, probabilistic reasoning, intel-
ligent control, machine learning, fuzzy logic in data analytics and data mining,
evolutionary computing, chaotic systems, soft computing in business, economics,
earth sciences, engineering, material sciences, biomedical engineering and health
care.

The volume covers new ideas from theories of soft computing and computing
with words and their applications in economics, business, industry, education,
medicine, earth sciences, and other fields. This volume will be a useful guide for
academics, practitioners, and graduates in fields of soft computing and computing
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with words. It will allow for increasing of interest in development and applying
of these paradigms in various real-life fields.

August 2021 Rafik Aliev
Chairman of ICSCCW-2021
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Multistage Decision Making in Bimodal
Information Environment

R. A. Aliev1,2,3(B)
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Abstract. Multistage decision making finds its important applications in var-
ious fields. A series of works devoted to solving deterministic, stochastic and
fuzzy multistage problems by using dynamic programming exist. It is needed
to account for the fact that real-world multistage problems are characterized by
partially reliable information. Unfortunately, up to day, no works on multistage
decision making problems under bimodal information exist. In this work, we
consider multistage problem under Z-number-valued information. States, control
actions and transition law are described by Z-number-valued restrictions and rela-
tions. An optimal solution is found as one which allows to arrive to a predefined
Z-number-valued goal. A numerical example is considered for analysis of validity
of the proposed approach.
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Interactive Solution of Difficult Choice
and Decision Making Problems: Effective

and Efficient but not Always Easy

Janusz Kacprzyk(B)

Systems Research Institute, Polish Academy of Sciences,
Ul. Newelska 6, 01-447 Warsaw, Poland

kacprzyk@ibspan.waw.pl

Abstract. The present world is characterized by a huge and growing complexity
of processes and systems involved, amplified by many other characteristic fea-
tures that even increase the complexity exemplified by the human centricity, time
criticality, emergent behaviors, a need for trustworthiness, etc.

Therefore, the most efficient effective and efficient paradigms for the solution
of today’s complex problems for now, maybe also for the foreseeable future, is
not the “full automation”, the so-called automated decision making (ADM) but
rather the so called quasi-automated decision making (Quasi-ADM) which boils
down to a synergistic combination of human and computer capabilities, mainly
related to human capabilities to solve “delicate” problems, with a sheer number
crunching ability of the computer. This is basically the essence of an interactive
problem solving which is advocated by many experts, for instance, Geoff Hinton,
one of the founders of deep neural networks.

We consider difficult decision making and choice problems which involve
optimization that can be solved either by a strict optimization procedure or a meta-
heuristic. First, we look at what can make an optimization based problem difficult.
We propose an interactive approach via the so-called decision aid paradigm. We
have a decision maker, called in this context a judge, who knows his/her area but
not necessarily tools and techniques for solving resulting decision making and
choice problems. So, the judge commissions an analyst, called here an advisor,
who need not know the area but knows how to solve those resulting decision mak-
ing and choice problems. Clearly, the advisor provides advice, information and
suggestions, while the judge makes the final decision.

We discuss various issues related to how the 3 stakeholder (judge, advisor and
the pair “judge-advisor”) cooperate and collaborate, and in which relations they
enter. This is considered, mainly in the context of advice giving (by the advisor)
and advice taking (by the judge), and possible different intentions and interests of
all parties. In particular, we focus on the so-called advice discounting related to
an insufficient use of advice by the judge, unintentionally and intentionally, and
analyze various cognitive and psychological reasons, and some ways out. We also
discuss some economic aspects. Suggestions for the design and implementation
of interactive solution procedure are proposed.

.
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July 22, 2021 died Valery Borisovich Tarasov, associate professor at Bauman Moscow
State Technical University, Candidate of Technical Sciences, Associate Professor.

He was one of the leading national experts in the field of AI, distinguished by his
encyclopedic knowledge in this field. Valeriy Borisovich obtained fundamental results
in the field of AI methodology, system approach in AI and synergetic AI, semiotic mod-
eling, agent theory and multi-agent systems, fuzzy sets theory, soft computing and mea-
surement. He actively developed and implemented such areas as intelligent systems of
computer-aided design and combined development, computer-integrated manufacturing
and virtual enterprises, organizational design, enterprise modeling and re-engineering,
knowledge management, methods for creating intelligent productions, networked and
intelligent enterprises. He has developed a number of innovations in the field of engi-
neering education and professional training, primarily on the basis of intelligent and
networked technologies, open education and virtual departments.

Valery Borisovich was born in Moscow on February 16, 1955. Graduated in 1978
from BaumanMoscowHigher Technical School (now BaumanMoscow State Technical
University). Since then he had been working at MVTU for more than 40 years, where
he rose from a postgraduate and junior research assistant to a Candidate of Science,
Associate Professor, Deputy Head of the Department of Computer Systems of Industrial
Automation.

B. Mr. Tarasov participated in the founding congress of Soviet Association for Arti-
ficial Intelligence (now RAIA). Was one of its founders. From 1992–2000 he was Vice-
President of Association, from 2000 - Vice-President. - From 1992 till 2000Mr. Tarasov
was Vice-president of the Association and from 2000 - member of Scientific Council of
RAIA. V. Tarasov was also one of the founders of Russian Fuzzy Systems Association
(RANS), a subsidiary of RAII, at the Founding Congress of RANS in Kazan in 1991.
He was also one of the initiators of the 2005 congress in Kolomna, when RANS was
reorganized to become the Russian Association of Fuzzy Systems and Soft Computing
(RANSMV). From 2019 to 2021 V. B. Tarasov was president of this association for one
year. Thus, he can rightfully be counted among the cohort of “founding fathers” of these
Russian scientific communities. In the first two decades of the 21st century V. B. Tarasov
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initiated and actively participated in the organization of the representative scientific con-
ferences: “Integrated Models and Soft Computing in Artificial Intelligence” (IMMV)
in Kolomna (10 conferences organized from 2001 to 2021), “Intellectual Systems and
Computer-IntegratedProduction” (ISICP) inMSTUnamedafterN.E.Bauman (Moscow
State Technical University, Moscow). N.E. BaumanMoscow State Technical University
(3 conferences were held), “Hybrid and Synergetic Intelligent Systems” (since 2012, 4
conferences were held).

B. B. Tarasov was Academician of International Academy of System Research,
member of Central House of Scientists of RAS and Corresponding Member of Interna-
tional Academy of Informatization. Since 1992 he was a member of the editorial board,
and since 1998 he has been executive secretary of the editorial board of the Artificial
Intelligence News and a member of the editorial board of the Artificial Intelligence and
Decision Making journals, Software Products and Systems, and Soft Measurements and
Computing. He initiated the book series “Artificial Sciences” and was the executive sec-
retary of its editorial board. He was a laureate of the 2002 RAIA Prize for his monograph
“From Multi-Agent Systems to Intelligent Organizations”.

His activity in the field of science popularization is worth mentioning separately.
He repeatedly spoke at the “Pospelov Readings”, at the Summer Schools on AI, at the
“Cybernetics” section of the CDU, with brilliant lectures, dedicated to the review of
scientific achievements and unique biographical facts about the life of D. A. Pospelov,
G. S. Pospelov and L. Zadeh, with whom he maintained friendly relations for many
years. His lectures and articles on the history of development of systemology, theory
of fuzzy sets and artificial intelligence in the USSR and Russia, describing the stages
of life and scientific heritage of outstanding Russian scientists - A. A. Bogdanov, E. V.
Popov, V. V. The authors are also grateful to the authors of the book.

B. B. Tarasov has significantly contributed to the development of international scien-
tific cooperation. From 1995 till 1997 he worked as a visiting professor at the University
of Valenciennes and Heno-Cambresi (France). He has repeatedly presented papers at
international conferences and symposiums in the USA, France, Belgium, Germany,
Mexico, Brazil, Turkey, Czech Republic, Slovakia, Uzbekistan, Azerbaijan and other
countries.

He was the author of more than 250 scientific works, including monographs “Fuzzy
sets in control models and artificial intelligence” (co-authors: A. N. Averkin, I. Z. Batyr-
shin, A. F. Blishun, V. B. Silov), “Intellectual learning systems and virtual learning
organizations” (co-authors: N. A. Golenkov, N. A. Gulkina, V. A. Emelyanov, etc.). (co-
authors: V. V. Golenkov, N. A. Gulyakina, V. V. Emelyanov, etc.), “From Multi-Agent
Systems to Intelligent Organizations”, “Fuzzy Hybrid Systems. Theory and Practice”
(co-authors Batyrshin I. Z., Nedosekin A. O., Stetsko A. A., Yazenin A. V., Yarushkina
N.G.), “Methods and languages for ontological modeling” (co-authors: G.S. Plesnevich,
B.S. Karabekov, Nguyen Thi Minh Vu).

Valery Borisovich’s life style was accurately and succinctly characterized by two
words: “collector” and “traveler.A collector of books (he had a very large home library), a
collector of “scientific lands,” who did not recognize rigid boundaries between different
scientific disciplines and sought to find “flowers on the neutral strip,” a collector of
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people of science at conferences and symposia, where there was always a welcoming
and friendly atmosphere inherent in his spirit.

And an easy-going traveler, both literally and figuratively. For him it was necessary
and extremely exciting to travel from one scientific area to another: from engineering
to psychology, from psychology to information technology and artificial intelligence,
from computer science, knowledge engineering and network theory - to economics, and
from there back to the new technologies of the fourth industrial revolution, embodied
the ideas of hybrid and synergetic intelligence. And his trips as a speaker to national
and international conferences: from Kaliningrad to Vladivostok, from Lake Baikal to
Smolensk and Sochi, from Rostov-on-Don and Taganrog to Kazan and Ulyanovsk, from
Tashkent to Cancun, from Budapest and Bratislava to Lisbon and Rio de Janeiro for a
new charge of creative energy.

In the nearest plans was a trip to Turkeywith a plenary report at the 11th International
Conference on Theory and Applications of Soft Computing, Computing with Words,
Comprehension and Artificial Intelligence in August this year to Prof. R.A. Aliev at 11th
INTERNATIONAL CONFERENCE ON THEORY AND APPLICATION OF SOFT
COMPUTING, COMPUTING WITH WORDS, PERCEPTION AND ARTIFICIAL
INTELLIGENCE).

Bright memory of Valery Borisovich Tarasov, a brilliant scientist, unique erudite,
cheerful, kind and hospitable man will forever remain in our hearts.
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Abstract. In data analytics, system modeling, and decision-making models, the
aspects of interpretability and explainability are of paramount relevance as empha-
sized in numerous studies on explainable Artificial Intelligence (XAI). Those
requirements are especially timely when the design of models has to be realized
when considering strict requirements of privacy and security.

We advocate that to efficiently address these challenges, it becomes beneficial
to engage the fundamental framework of Granular Computing. It is demonstrated
that a conceptualization of information granules can be conveniently carried out
with the use of information granules (for example, fuzzy sets, sets, rough sets, and
alike).

We cover a comprehensive discussion of information granules-oriented design
of rule-based architectures. A way of forming condition parts of the rules through
unsupervised federated learning is discussed along with algorithmic develop-
ments. Strategies of joint and separate learning of condition parts and conclusion
parts are outlined. A granular characterization of the model formed by the server
vis-a-vis data located at individual clients is presented. It is demonstrated that the
quality of the rules at the client’s end is described in terms of granular parameters
and subsequently the global model becomes represented as a granular model with
parameters in the form of information granules of type-2.
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Fuzzy Classification-Based Alloy Selection
from a Large Dataset

M. B. Babanli(B)

Azerbaijan State Oil and Industry University, 20 Azadlig Avenue, AZ1010 Baku, Azerbaijan

Abstract. Nowadays, large datasets of alloys designed for various purposes exist.
This allows using computer-guided methods for alloy synthesis and selection
instead of costly experiments. Modern alloy selection problems are character-
ized by a large space of alternatives with complex properties. An application of
classicalmethods to such problemsmay not be adequate. In turn, fuzzy logic-based
methods may be effective due to good abilities of summarization and robustness
to imprecision.

In this work, fuzzy classification-based alloy selection from a complex dataset
is considered. This allows partitioning of a large space of alternatives to typical
classes. An optimal alloy may then be found within most relevant classes. Such
technique reduces search space underwell interpretability and provide satisfactory
results. An example of an alloy selection from a large dataset of alloy mechanical
properties is used to illustrate effectiveness of the approach.

Keywords: Alloy selection · Decision making · Fuzzy set · Fuzzy
classification · Mechanical properties

1 Introduction

Modern alloy selection problems are characterized by a large space of alternatives with
complex properties. The reason is that numerous alloys designed for various purposes
exist. Thus, computer-guided methods for alloy selection from large datasets may alter-
nate costly experiments. For such complex problems, an application of classical methods
may not be adequate. In turn, fuzzy logic and soft computing-based methods may be
effective due to good abilities of summarization and robustness to imprecision [1–5].
An application of fuzzy logic and soft computing techniques in alloys modelling and
decision making is considered in [3, 4, 6–14]. In [3] they apply fuzzy logic to describe
relationship between chemical composition and yield strength for A356 alloys. The
obtained results are close to those of application of neural networks. Modeling of sur-
face roughness is considered in [4]. [10] is devoted to application of fuzzy sets and
TOPSIS method for selection of an optimal alloy in corrosive environment. Book [8]
is devoted to an application of fuzzy logic in alloy selection and design. An overview
of existing works in this realm is given. Solving of various problems by using FL are
considered.
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One of the directions of fuzzy logic related to data summarization is fuzzy clas-
sification [11, 15–19]. Fuzzy classification allows to partition complex datasets into
interpretable fuzzy classes. Further, related linguistic interpretations help a user to rea-
son with this information. Indeed, decision makers (DMs) often use linguistic terms to
describe desired values of alloy properties for practical problems. Such terms are soft
constraints used to reflect degrees to which alloys satisfy desired requirements. In this
work, fuzzy classification-based alloy selection from a complex dataset is considered.
This allows partitioning of a large space of alternatives to typical classes by using lin-
guistic evaluation of properties values. Optimal alloys can then be considered as those
belonging to the best classes. Such technique is characterized by low computational
complexity and good explanation capability. An example of an alloy selection from
a large dataset of alloy mechanical properties is used to illustrate effectiveness of the
approach.

2 Problem Definition

Let us consider a problem of decision making on alloy selection from a large data set.
Assume the following data set of alloys properties is given:

Table 1. A large dataset on alloy properties

Alloy Property P1 Property P2 … Property Pn

a1 a11 a12 … a1n

·
·
·

·
·
·

·
·
·

… ·
·
·

am am1 am2 … amn

In Table 1, ail, i = 1, ...,m, l = 1, ..., n denotes a value of property l for alloy i.
Due to the complexity of the dataset, let us formulate the considered problem as a

fuzzy classification problem. The set of alternatives ai (alloys) is partitioned to fuzzy
classesCk , k = 1, ...,K , according to fuzzy values of propertiesP1,P2, ...,Pm.Without
loss of generality, assume that the lower index k is used for a better class and Ck , and
class CK contains infeasible alternatives. An optimal alternative a∗ is determined one
with a maximum membership degree to the best class C∗ (non-empty class with the
lowest index):

µC∗(a∗) = max
i=1,...,m

µC∗(ai)

In the next section we outline an approach to solving this problem.
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3 Solution Approach

The problem is solved as follows.
Stage 1. Forming a fuzzy partition of properties values. For the sake of simplicity,

the following type of a fuzzy partition for the material properties is used:

T1 = Low(L) = (0, 0, 0.5), T2 = Medium(M ) = (0, 0.5, 1),

T3 = High(H ) = (0.5, 1, 1).

On this basis, the following fuzzy classes may be formed:

Class 1. The alloys with the values of the most important properties Pl described by term
“H” are considered.
Class 2. The alloys with all properties evaluated as at least “M” (excluding those in Class
1).
Class 3: The alloys with at least one property evaluated as “Low”.

As feasible alternatives, we consider those assigned to Class 1 and Class 2. Each
class Ck includes cases:

Caseks = (T1,T2,T3), s = 1, ..., Sk ;T1,T2,T3 ∈ {L,M ,H }.
For example, case (H,L,M) implies that value of P1 is H, value of P2 is L, value of

P3 is M. A general description of fuzzy classes structure is given in Table 2.

Table 2. Fuzzy classes structure description

Most important
properties

Less Important Properties

Class Case P1 … Pj Pj+1 … Pn

Feasible C1 Case11 H … H M … M

… … … … … … …

Case1S1 H … H H … M

C2 Case21 M … M M … H

… … … … … … …

Case2S2 M … H H … M

Infeasible C3 Case11 M … L L … H

… … … … … … …

Case1S3 L … M M … M

Stage 2. Amembership degree of ai toCk is computed as amaximum ofmembership
degrees µCaseks(ai), s = 1, ..., Sk to all the cases:

µClass k(ai) = max
s=1,...,Sk

µCaseks(ai). (1)
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µCaseks(ai) is a minimum of membership degrees to the terms of Caseks:

µCaseks(ai) = min
l=1,...,3

µl
T (ai),

where µl
T is a membership function of a term for property l.

Stage 3. For each ai, its class is determined as one to which it belongs more than to
the others:

Determine Ck ′ , such that

µCk′ (ai) = max
k=1,...,3

µCk (ai) (2)

Stage 4. An optimal alternative a∗ is found as one with the highest membership
degree to the best class:

Determine a∗, such that

µC∗(a∗) = max
i

µC∗(ai) (3)

s.t. ai ∈
⋃

k=1,...,K−1

Ck (4)

Constraint (4) describes feasibility condition.

4 An Example. Alloy Selection Based on Mechanical Properties

Consider a choice of an optimal alloy from a large dataset containing information on
alloys mechanical properties (Table 3).

Table 3. A fragment of an alloy data set

Alloy Yield stress (MPa), P1 Fatigue strength (MPa), P2 Elongation %, P3

a1 407 776 59

a2 338 415 20

a3 140 380 45

·
·
·

… … …

am 255 470 28

Let us use the described fuzzy classification-based technique for solving of the
problem.
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At Stage 1, we form fuzzy classes considering that P1,P3 are the most important
properties as it is described below.

Class 1. The alloys with properties P1,P3 evaluated as “H” are considered. This
includes two cases:

Case11 = (H , H , H ),Case12 = (H , M , H ).

Class 2. The alloys with all properties evaluated as at least “M” are considered
(excluding those in Class 1). This class includes 6 cases:

Case21 = (M , M , M ), ...,Case26 = (H , H ,M ).

Class 3. The alloys with at least one property evaluated as “Low”. 19 cases are
included.

At Stage 2, we compute membership degrees of the alternatives to the classes. For
example, consider a2. The membership degrees to the fuzzy terms of the properties:

µ1
L(a2) = 0, µ1

M (a2) = 0.48, µ1
H (a2) = 0.52;

µ2
L(a2) = 0.39, µ2

M (a2) = 0.61, µ2
H (a2) = 1;

µ3
L(a2) = 0.47, µ3

M (a2) = 0.53, µ3
H (a2) = 0.

Thus, the membership degrees to the cases of Class 2 are as follows:

µCase 21(a2) = min(µ1
M (a2), µ

2
M (a2), µ

3
M (a2)) = 0.48,

.

.

.

µCase26(a2) = min(µ1
H (a2), µ

2
H (a2), µ

3
M (a2)) = 0.53.

The membership degree of a2 to Class 2 computed by using (1):

µC2(a2) = max
s=1,...,6

µCase2s(a2) = max(µCase21(a2), ..., µCase26(a2)) = 0.53

Analogously, we computed the membership degree of a2 to Class 1:

µC1(a2) = 0.

At Stage 3, we assign the alloys to the classes, see (2). For example, the class of a2
is Class 2:

µCk′ (a2) = max
k=1,...,3

µCk (ai) = µC2(a2) = 0.53

The feasible alternatives assigned to fuzzy classes are shown in Table 4:
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Table 4. Alternatives assigned to the fuzzy classes

ai µC1 µC2 Class

a1 1.00 0.00 Class 1

a2 0.00 0.52 Class 2

a6 0.00 0.54 Class 2

a8 0.09 0.53 Class 2

a11 0.00 0.83 Class 2

At Stage 4, we determine an optimal alloy by using (3)–(4). An optimal alternative
is a1 as it is an only one that belongs to the best class (Class 1):

µC1(a1) = 1.

Thus, a1 dominates all the other alternatives.

5 Conclusion

Alloy selection problems may be characterized by a large space of alternatives and
complex choice criteria. In this work, we proposed to use fuzzy classification technique
to cope with these complexities. This allows to obtain a satisfactory solution under low
computational complexity.An example of alloy selection based onmechanical properties
from a large dataset is considered. By using fuzzy partition of the properties values, three
fuzzy classes of alloys are formed. The best class is considered as a class of alloys with
high values of the most important properties. An optimal alloy is found as one with the
highest membership degree to the best class.
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Abstract. Comprehensive critical analysis of existing decision theories and tools
has shown that effective research results on decisionmakingmethods under impre-
cise and partially reliable decision information are very scarce. In particular, in
scientific literature there are no works on formulation of more adequate deci-
sion preferences characterized by bimodal information, i.e. information contain-
ing synergy of fuzzy and probabilistic uncertainties. The concept of Z-number -
the Z-extension of fuzzy logic is a formal construct to describe such kind of infor-
mation. In this paper we try to create method for construction of consistent and
adequate preferences of a DM characterized by imprecise and partially reliable
knowledge.

Keywords: Z-number · Z-valued PCM · Consistency-driven preferences ·
Consistency index

1 Introduction

Analyzing the famous existing decision theories [1, 2] we arrived at conclusion that
these theories are developed for a decision environment characterized by well-described
information on alternatives, states of nature, probabilities and outcomes.

It is very well known that validity and effectiveness of decision analysis mainly is
related with consistent formulation of decision maker’s (DM) preferences. In real-world
problems, DM’s knowledge is inherently associated with imprecision and partial reli-
ability. This involves combination of fuzzy and probabilistic information. The concept
of a Z-number is a formal construct to describe such kind of information. In this study,
we formulate the concepts of Z-number-valued eigenvalue and eigenvector for matrices
components of which are Z-numbers. Consequently, there is need to investigate consis-
tency of a DM’s preference knowledge which is related to eigenvalues and eigenvectors
of decision matrices.

The notion of consistency is used to estimate the quality of preference knowledge and
its stability for reliable evaluation of decision alternatives. In the famous AHP method
there is a set of strict consistency conditions used to keep the rationality of preference
intensities between compared elements. These requirements are not achievable in the
real situations when DM has limited rationality and partially reliable preferences. A new
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approach to deriving consistency-driven preference degrees for such kind of situations
is a research problem.

Construction of consistency-driven decision preferences, characterized by impreci-
sion and partial reliability by using eigensolutions of preference matrices.

The paper is structured as follows. In Sect. 2, necessary definitions including those of
a Z-number, a Z-number valued pairwise comparisons matrix and others are provided.
Section 3 is devoted to construction of consistency driven preferences of DM. The
numerical example for the considered problem is described in Sect. 4. Section 5 is
conclusion.

2 Z-Preference Related Some Preliminary Information

Definition 1. Continuous Z-number [3–5]. A continuous Z-number is an ordered pair
Z = (A,B) where A is a continuous fuzzy number playing a role of a fuzzy constraint
on values that a random variable X may take:

X is A,

B is a continuous fuzzynumberwith amembership functionμB : [0, 1] → [0, 1], [0, 1],
playing a role of a fuzzy constraint on the probability measure of A:

P(A) =
∫

R

μA(x)p(x)dx is B.

Definition 2. A Discrete Z-number [3, 4]. A discrete Z-number is an ordered pair Z =
(A,B) where A is a discrete fuzzy number which describes a fuzzy constraint on values
that a random variable X may take – “X is A”, and B is a discrete fuzzy number with a
membership function μB : {b1, ..., bn} → [0, 1], {b1, ..., bn} ⊂ [0, 1], which describes
a fuzzy constraint on the probability measure of A :

P(A) is B

Definition 3. Ranking of Z-numbers [6]. For Z-numbers Z,Z ′ it holds:

Z ≤ Z′Z ≤ Z′ iff D(Z, (1, 1)) ≥ D(Z ′, (1, 1))

where D is distance defined above, (1,1) is a fuzzy singletons-based Z-number.
One can easily prove that ≤≤ is a partial order as it poses the following properties:

Z ≤ Z, Z ≤ Z (reflexivity)

if Z ≤ Z′ Z ≤ Z′ and Z′ ≤ Z Z′ ≤ Z then Z = Z
′
(antisimmetry)

if Z ≤ Z′ Z ≤ Z′ and Z′ ≤ Z′′ Z′ ≤ Z′′ then Z ≤ Z′′ Z ≤ Z′′ (transitivity).

pij = p11…p1n.….pn1…pnn
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Definition 4. Z-valued PCM [6]. A Z-number-valued PCM (Zij) Zij is a square matrix
of Z-numbers:

(Zij = (Aij,Bij)) =
⎛
⎝Z11 = (A11,B11) ... Z1n = (A1n,B1n)

. ... .

Zn1 = (An1,Bn1) ... Znn = (Ann,Bnn)

⎞
⎠Xij, i, j = 1, . . . , n.

A Z-number Zij = (Aij,Bij), i, j = 1, ..., n describes partially reliable information on
degree of preference for i-th alternative (criterion) against j-th one.

Definition 5. An inconsistency Index for Z-number-valued PCM [7]. An inconsis-
tency index K for Z-number-valued PCM (Zij) is defined as follows:

K((Zij)) = max
i<j<k

min

{
D

(
Z(1),

(
zik
zijzjk

))
D

(
Z(1),

(
zijzjk
zik

))}
, (1)

3 Consistency-Driven Preferences

Decision making is based on preferences over alternatives and choice criteria. A DM’s
preference may be formally described by a pairwise comparison matrix (PCM) (aij),
where an aij denotes a degree to which an i-th alternative (criterion) is preferred to
j-th one. Natural conditions used for aij are aii = 1 and aji = 1/aij (reciprocity),
∀ i, j = 1, ..., n. Traditionally, consistency of (aij) is based on multiplicative transitivity
condition (though different constructs are also used):

aijajk = aik ,∀i, j, k
Let us consider a problem of generation of consistent PCM (Z ′

ij) most similar to
a given inconsistent PCM (Zij). The elements of inconsistent Z-matrix (Zij) will be
considered as a perturbation of the elements of matrix (Z ′

ij) for which reciprocity and
consistency are verified. We have to change elements of (Zij) in order to arrive at (Z ′

ij).

The problem is formulated as follows.

J =
n∑

i=1

n∑
j=1

D(Zij,Z
′
ij) → max (2)

s.t. multiplicative reciprocity:

Z ′
ijZ

′
ji = Z(1) (3)

multiplicative transitivity:

Z ′
ijZ

′
jk = Z ′

ik (4)

non-negativity:

Z ′
ij ≥ Z(0), i, j = 1, . . . , n (5)

Problem (2–5) is a non-linear optimization problem characterized by fuzzy and proba-
bilistic uncertainties. Taking into account these features, it is needed to develop a solution
approach relying on differential evolution (DE) optimization technique [8].
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4 Example

Assume that information on DM preferences can be formalized by a 3 × 3 matrix of
Z-numbers with TFNs-based components:

⎛
⎝ Z11 = ((0.93, 0.95, 0.97), (0.95, 0.98, 1))

Z21 = ((2.94, 3, 3.06), (0.7, 0.8, 0.9))
Z31 = ((0.245, 0.25, 0.255), (0.7, 0.8, 0.9))

Z12 = ((0.327, 0.333, 0.34), (0.7, 0.8, 0.9))
Z22 = ((0.93, 0.95, 0.97), (0.95, 0.98, 1))

Z32 = ((0.1108, 0.111, 0.113), (0.6, 0.7, 0.8))

Z13 = ((3.92, 4, 4.08), (0.7, 0.8, 0.9))
Z23 = ((8.82, 9, 9.02), (0.6, 0.7, 0.8))

Z33 = ((0.93, 0.95, 0.97), (0.95, 0.98, 1))

⎞
⎠

Zij denotes a Z-valued degree to which the i-th criterion is preferred to the j-th
one. For example, Z21 = ((2.94, 3, 3.06), (0.7, 0.8, 0.9)) Error! Digit expected. is a
Z-valued degree to which C2 is preferred to C1C1. The value of computed inconsistency
index K in accordance with (1) for the considered matrix (Zij) is K((Zij)) = 0.31. Let
us consider extraction of consistent Z-valued matrix (Z ′

ij) closest to the initial one. For
this purpose, optimization problem (2–5) will be solved by using the proposed method.

Optimal Z-valued matrix (Z ′
ij) = MP(V ′

best) is retrieved:

⎛
⎝ Z11 = ((1.000761, 1.002326, 1.002326), (0.9996, 0.9998, 0.9998))

Z21 = ((2.482609, 2.482835, 2.482835), (0.707104, 0.707104, 0.991447))
Z31 = ((0.273967, 0.273967, 0.273967), (0.007870, 0.008223, 0.502359))

Z12 = ((0.402933, 0.402933, 0.402935), (0.72, 0.995931, 0.995931))
Z22 = ((0.995452, 1, 1), (0.95, 0.98, 1))

Z32 = ((0.110189, 0.110424, 0.110424), (0.499450, 0.999329, 0.999329))

Z13 = ((3.650363, 3.651220, 3.651235), (0.996759, 0.997332, 0.997332))
Z23 = ((9.060410, 9.060411, 9.064086), (0.994743, 0.994743, 0.995316))
Z33 = ((0.998922, 1.002763, 1.002763), (0.99867, 0.99986, 0.999886))

⎞
⎠

At the final step, we have to verify whether the value of K for the obtained (Z ′
ij)

exceeds a predefined threshold θK = 0.1. The computed value of K is K((Z ′
ij)) = 0.003

which does not exceed θK . Thus, the obtained matrix can be considered as consistent.
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5 Conclusion

Decisionmaking is based on preferences over alternatives and choice criteria. The notion
of consistency in this case is used to estimate the quality of preference knowledge and
its stability for reliable evaluation of decision alternatives. Existing works have a set
of strict consistence conditions used to keep the rationality of preference intensities
between compared elements. In this study we have proposed an approach to deriving
consistency-driven preference for suchkindof situation.Apreference degree is described
by a Z-number to reflect imprecision and partial reliability of preference knowledge.
An optimization problem with Z-number-valued variables is used to design consistent
preferences.
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Abstract. These days, solar energy can replace fossil fuels in many energy appli-
cations. One of the most important advantages of this type of new energy is no air
pollution and their lack of completion. Using Photovoltaic (PV) can be one solu-
tion. DC-DC converters have main role in PV systems where the output voltage
is higher than the voltage of input side. This paper presents a new topology using
boost DC-DC converter for providing maximum power load achievement from
PV via the Perturb-and-Observe (P&O) technique. The considered framework is
comprised like battery, bidirectional and proposed DC-DC converters. The differ-
ent operating conditions are tested in this paper. In the proposed system, a storage
system is connected to PV system via a bidirectional DC-DC converter in order
to improve efficiency of the proposed system. Also, the new controlling scheme
is proposed for this new PV system. The MATLAB/Simulink software results are
used to verify theoretical concepts.

Keywords: DC-DC converter · Photovoltaic · MPPT · PV arrays

1 Introduction

These days, solar energy can replace fossil fuels in many energy applications. One of the
most important advantages of this type of new energy is no air pollution and their lack
of completion. However, these types of energies have disadvantages such as the amount
of variable power according to some parameters and low output voltage. Maximum
power point tracking (MPPT) is one of the tasks used to solve the disadvantages of
this type of energy [1]. P&O method [2–4], adjustable conductance [5], adding ANN
and Fuzzy system [6, 7], partial open-circuit-voltage, other part as partial short-circuit-
current, while the most widely used is the RCC method in MPPT techniques. In [8, 9],
the conventional DC-DC boost converter is used in order to provide higher voltage at
the output while resulting in high conductivity of the used switch, in this case, the used
converter’s losses are increased to result in the decreased of the efficiency. Therefore,
one solution to overcome this problem is to improve the boost converter.

In this paper, MPPT by P&O techniques are considered for PV systemwith its arrays
as firstly, and secondly, high-voltage DC-DC converter and battery-storage system. The
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modeling and analyzing of the proposed system are done and the validity of theoretical
concepts are recorded by MATLAB/Simulink software.

2 Description of the Proposed Structure in PV System

Figure 1 shows the investigated system including high-gain-boost DC-DC. Taking into
consideration that the providing voltage of PV is depends on both temperature and
radiation. The high gain boost DC-DC is installed for two reasons, firstly to obtain
high voltage, while secondly which uses battery to stabilize the DC-link, as much as
stabilizing the power flowing in bi-directional DC-DC converter.

Fig. 1. The studied system.

2.1 PV Model and Algorithm of MPPT

PVmodel base on equivalent circuit technique [10–12] is described in Fig. 2. According
to Fig. 2, we have:

I = Ipv − Io

[
exp(

V + RsI

aVt
) − 1)

]
− V + RsI

Rp
(1)

Then:

Ipv = (Ipv,n + KI�T )
G

Gn
(2)

Io = Io,n(
To
T

)3 exp

[
qEg

ak

(
1

Tn
− 1

T

)]
(3)

Io,n = Isc,n
exp(Vov,n

/
aVt,n) − 1

(4)

The applied MPPT algorithm is based on P&O technique. The steps of P&O tech-
nique are shown in Fig. 3. The features of this technique are lower cost, few measurable
parameters and easy implementation.
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Fig. 2. PV modules circuit

Measure V(k),I(k)

Calculate Power 
P(k)=V(k)I(k)

P(k)>P(k-1)?

V(k)>V(k-1)?V(k)>V(k-1)?

Vref(k)=
V(k-1)+C

Vref(k)=
V(k-1)-C

Vref(k)=
V(k-1)-C

Vref(k)=
V(k-1)+C

Return

No

No No

Yes

Yes Yes

Fig. 3. P&O algorithm flowchart

2.2 High Gain DC-DC Converter

Figure 4 represents the proposed dc-dc converter [13]. Proposed DC-DC converter
includes 3-inductors, 4-diodes, 3-capacitors and 2-switches. The S1 and S2 switches
are controlled by PWM technique. Proposed converter’s voltage gain is

Vo

Vi
= 2

D(1 − D)
(5)

Fig. 4. Structure non-isolated boost DC-DC converter.
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2.3 Bidirectional DC-DC Converter

To increase the reliability, a battery is used to store excess energy of the solar cell.
During the periods of reduced solar cell production, it can provide part of system power.
Thus, due to the charging and discharging and power transmission in both directions,
a bidirectional dc-dc converter is needed. (Fig. 5). Dc-dc converter is a buck-boost
converter output and is supposed to stabilize the output voltage of proposed converter.
By applying pulse to S3, the converter operates in boostmode and powerwill be delivered
from the battery to the dc bus; by applying pulse to S4 converter works in buck mode
and extra power is stored in the battery.

Fig. 5. Bidirectional DC-DC converter.

2.4 The Battery Model

Figure 6 shows the battery model using Thevenin method [14].

Ebat = Eo − k
Q

Q − it
i∗ − k

Q

Q − it
it (6)

Ebat = Eo − k
Q

it + 0.1Q
i∗ − k

Q

Q − it
it (7)

In (6) and (7), Eo and Ebat are the constant voltage and open circuit voltage of the
battery, respectively, k is polarity resistance, Q is the maximum capacity of the battery
and i is battery current. Integral blocks are used to calculate it and passing the current
of battery from low-pass filter i∗ can be obtained.

Fig. 6. The battery model.
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3 Description of the Control Scheme

The proposed controlling scheme is predicted in Fig. 7. As shown, the proposed control-
ling scheme has two different parts. First part is allocated for providing pulse for S1 and
S2 by comparison between PI controller and carrier wave. The second part has stabilizes
duty of dc- link voltage via generating pulse for S3 and S4. This aim is based on second
PI controller, controller 3 and reference current.

PV Module

DC

DC
Step-up Converter

+

-
Battery Bank

DC

DC
Bidirectional

DC-DC Converter

Cdc

MPPT

PI

Ipv Vpv

Vref

+

-
+
-

PI PI

1

-1
Ppv
PLoad

Vdc

Vdcrefib

+
- +

+ -

-

controller1

controller2controller3

Fig. 7. Proposed system’s scheme.

4 Simulation Results

16 PV modules (2-sets of 8 arrays), 2mH for inductor values of the dc-dc converter and
40 kHz for switching frequency, Tables 1, 2 and 3 are considered to evaluated system
by MATLAB/Simulink. Two different scenarios are considered: first, in 25 ◦C, while
radiation of sun changed from 500 W/m2 to 1000 W/m2 at 0.7 s, second, in 900 W/m2,
temperature changed from 25 ºC to 60 ºC in 0.8 s.

Table 1. Photovoltaic profile in solar radiation at 1000 W
/
m2 and temperature of 25 ◦C

Characteristic Rating

Maximum Power (Pmax) 200 W

Voltage at Pmax (Vmax) 26.3 V

Current at Pmax (Imax) 7.61 A

Short-circuit current (Isc) 8.21 A

Open-circuit voltage (Vsc) 32.9 V

Solar cells 54 cells in series
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Table 2. Parameters of non-isolated high step-up dc-dc converter

Parameters Value

L1 = L2 = L3 2 mH

C1 = C2 100 µF

C3 47 µF

f s 40 kHz

Table 3. Battery parameters

Parameters Value

Eo 196.37 V

Q 104.16 Ah

k 0.057

Rbat 0.0192 �

4.1 First Scenario

The first scenarios results are discussed in this section. As shown in Fig. 8(c), the refer-
ence voltage is constant at 500 V for 100� and the load power is equal to 250W. During
in this scenario, using MPPT algorithm resulted in 52 V and 30A as in Fig. 8(d) whereas
the produced power is 1560 W. Then, 970 W is provided by battery and 30W is the
loss power of the studied system. At 0.7 s, PV voltage and current by MPPT algorithm
change to 53V and 60.4A Fig. 8(d). 3200 W, 640 W and 60 W are the produced power,
stored power in battery and loss power of the system, respectively. Figure 8(b) shows
the battery SOC which delays that after 0.7 s, direct proportional between PV capacity,
battery charges and SOC.

4.2 Second Scenario

The second scenario’s results are presented in this section. Assuming 900 W/m2 and
25 °C, 287 W, 52 V, and 454.6 A are the PV output, voltage and current, respectively
Fig. 9(d). From 377 W consumption power, 312 W stored in battery and 65 W is loss
Fig. 9(a). At 0.8 s, 2384 W, 43.7 V and 54.5 A are the PV output, voltage and current,
respectively, where 34 W provided by battery. It is noted that SOC decreased in this
condition.
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(b)

(d)

(a)

(c)

Fig. 8. Simulation’s results using first scenario, (a) power flow response, (b) battery, (c) dc link,
(d) PV voltage and current.

(a) (b)

(c) (d)

Fig. 9. Second scenario, (a) power flow response, (b) battery, (c) DC link, (d) PV voltage and
current.
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5 Conclusion

This paper presents a new non-isolated topology of DC-DC boost converter includ-
ing PV, battery and bidirectional converter. The P&O technique is applied to MPPT.
The mentioned technique applied via new controlling scheme by different controllers
and comparators. From recorded results, it can mention that the controlling scheme
and presented dc-dc converter have good performance for radiations and temperature
variations.
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Abstract. The main facet of fuzzy logic is relational facet which is associated
with IF-THEN rules. They are being increasingly applied to a variety problem as
a model of different systems. Up to date research results on investigation of the
quality of fuzzy rule-based systems (specificity, transparency, inconsistency) are
very scars. In this paper author suggests a new approach to increase quality of
IF-THEN rule for a control system.

Keywords: Fuzzy If-Then rules · Specificity · Interpretability · Inconsistency ·
Pareto optimality

1 Introduction

It is a known fact that fuzzy IF-THENmodel of control systems is a foundational means
to provide analysis of complex processes in decision making. The consideration of
specificity and other quality criteria of fuzzy rule base is one of the important factors
to develop a model. The specificity of fuzzy rule base can be widely used to determine
the level of concentration of information granules and a degree of informativeness of
consequents according to given IF-THEN model. Considering the perspective of infor-
mativeness measure in a rule-based system, large number of works are devoted to the
investigation and calculation of specificity [1–5].

It is possible to solve several problems in knowledge extraction, decision-making,
and support systems with the assistance of interpretability measure, which is considered
as a quality criterion for fuzzy rule-based systems. The interpretability, and, particularly,
transparency is an important factor of understanding of fuzzy rules by users. It is worth
noting that lots of works on the investigation of interpretability measure exist [6–8].

The other quality criteria, inconsistency, directly reveals anomalies in fuzzy IF-
THEN rules. Initial experiments on the investigation of irregularity of fuzzy rule-based
system reflect the manifestation of potential inconsistencies in validating uncertain
knowledge bases [9].

In addition to the specificity of fuzzy rule-based systems, noticing other quality
criteria such as complexity, coverage, partition, and inconsistency has a positive effect on
an efficiency of IF-THEN model for control systems. A discussion of the quantification
of specificity and other quality criteria is still open and there is a serious theoretical
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and practical requirement for a comprehensive approach to this problem. A remarkable
trade-off among quality criteria of fuzzy rules bases was discussed in [10].

This paper is devoted to explore and improve specificity and other quality criteria
for the IF-THEN model of a control system.

The paper is structured as follows. Section 2 presents some quality measures of
IF-THEN model. Section 3 is devoted to the statement of the problem of analysis of
quality measures and synthesis of a rule base. The application of the proposed method
is illustrated in Sect. 4. Eventually, Sect. 5 covers concluding marks and future works.

2 Preliminaries

Definition 1. If-Then model of a control system. [11–15]: IF-THEN model of a control
system, which characterizes fuzzy conditional statements is identified for multi-input
case as follows:

If (X1is A1), (X2is A2), . . . , (Xnis An) Then Y is B

where Ai describes information granules for input of a control system.

Definition 2. Main criteria of quality IF-THEN rules:Interpretability [6]. Classic
interpretability is determined by the product of 3 quality criteria of fuzzy rules.

I = comp × cov × part (1)

where, comp, cov, part are the indices of complexity, coverage, partition respectively
[14].

Inconsistency [9]. Inconsistency measure is computed as.

fincons =
N∑

i=1

Incons(i), (2)

Incons(i) =
∑

1≤k≤N
k �=i

[1.0 − Cons(R1(i),R1(k))] +
∑

1≤l≤L
i=1,2,...,N

[1.0 − Cons(R1(i),R2(l))] ,

where Incons(i) is inconsistency index for the ith rule.

Definition 3. Specificity [3]: The degree of specificity for fuzzy variables in a control
system can be calculated by the following formula:

Sp(A) =
hgt(A)∫

0

1

|Aµ|dµ (3)

where |Aµ| is cardinality of µ-cut of fuzzy number A.

Definition 4.Pareto-optimality [16–19]. For any two candidate points, such as A1,A2 ∈
A; A1 is considered to dominate A2 in the Pareto sense for only the given conditions.

fi(A1) ≤ fi(A2) for all i ∈ {1, 2, ...,M }, (4)

fj(A1) < fj(A2) for at least one j ∈ {1, 2, ...,M } (5)

A∗ ∈ A is PO if there is no A ∈ A such that A P-dominates A∗.
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3 Statement of the Problem

For simplicity, suppose that IF-THEN model of a control system is constructed based
on the journey schedule as follows:

1. IF Distance is close, vehicle’s speed is fast THEN duration of the journey is short.
2. IF Distance is far, vehicle’s speed is slow THEN duration of the journey is long.
3. IF Distance is too far, vehicle’s speed is very slow THEN duration of the journey is

too long.

The model is organized with 2 input variables (Distance and Vehicle’s speed) and 1
Output variable (Duration of the journey) generally including the triangular fuzzy values
for the linguistic terms given below.

For Distance: too far = (0; 0.13; 0.25); far = (0.3; 0.35; 0.45); close = (0.75; 0.8;
0.88);

For Vehicle’s speed: very slow = (0.05; 0.15; 0.3); slow = (0.25; 0.4; 0.45); fast =
(0.65; 0.72; 0.8);

For Duration: too long = (−0.99; − 0.85; − 0.7); long = (−0.6; −0.55; −0.45);
short = (0.5; 0.65; 0.75);

Figure 1 characterizes the description of membership functions.

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

μ(A1) μ(A2) μ(A3)

Fig. 1. Description of membership functions

The purpose here is to calculate specificity and other quality criteria of the model
and find a near optimal trade among them.

4 Solution of the Problem

To demonstrate the suggested approach to solving the problem, experiments are focused
on the calculation of specificity (as a dominant criterion) and the other quality criteria
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Table 1. Measures of quality criteria for the initial IF-THEN model

Criteria of IF-THEN model Values

Complexity 0.5

Coverage 0.298

Partition 0.2

Inconsistency 0.124

Specificity 0.934

for fuzzy IF-THEN model. The computational result for the mentioned quality criteria
and specificity is stratified in Table 1 by using (1)–(3).

Consequently, interpretability index based on the product of first 3 criteria will be I
= 0.0298.

For the next step, investigation will be expanded by changing the degrees of
membership functions (given below) and gaining a better result (Table 2).

For Distance: too far = (0; 0.2; 0.35); far = (0.2; 0.35; 0.5); close = (0.5; 0.75; 1);
For Vehicle’s speed: very slow = (0; 0.1; 0.15); slow = (0.2; 0.3; 0.4); fast = (0.7;

0.85; 0.9);
For Duration: too long = (−1; −0.7; −0.55); long = (−0.55; −0.4; −0.15); short

= (0.2; 0.35; 0.55);

Table 2. Measures of quality criteria for the second IF-THEN model

Criteria of IF-THEN model Values

Complexity 0.5

Coverage 0.446

Partition 0.2

Inconsistency 0.087

Specificity 0.870

Clearly seems from the experimental outcome that the interpretability measure is I
= 0.0446.

Final step of the experimental analysis is related to creating a balance among criteria
with the assistance of the following goal functions:

com → max, cov → max, partj → max, 1 − fincons → max, Sp(A) → max

One of the most important directions in this regard is to create a balance for inconsis-
tency degree which is considered competitive parameter for the other criteria. Trade-off
among criteria makes is considered in terms of Pareto optimality (Def. 4). These degrees
of optimality computed by using the fuzzy Pareto optimality approach [16] are given in
Table 3:
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Table 3. Degrees of optimality (do) for 2 cases

Alternatives Do

Case-1 0.1811

Case-2 1

The obtained results show that the initial fuzzy IF-THEN model for the considered
control system is not perfect. The new rule-base, Case-2, represents a better model for
the control system.

5 Conclusion and Discussion

Experimental analysis of the proposed method has been carried out by involving the use
of quality criteria of IF-THEN model for the control system. The results have revealed
that the better trade-off. Indeed, the modification of the values of membership functions
has improved some of the main factors.

In the current implementation, fuzzy Pareto optimality approachwas used for solving
of multi-criteria optimization problem. However, it would be very interesting to inves-
tigate the quality of Z-extension of IF-THEN model for a control system. Therefore,
a piece of further research will be on the exploration of quality criteria over Z-based
IF-THEN model.
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Abstract. Collaborating businesses are expected to be mutually beneficial and
act as a single entity. It is possible to achieve the goals thanks to the businesses
that come together in an industrial symbiosis network. Two (or more) businesses
benefit in an industrial symbiosis relationship.The selectionof enterprises inwhich
industrial symbiosis can be established is a difficult task due to the different criteria
that must be considered. In this study, the assessment of companies for industrial
symbiosis is examined. The alternatives are evaluated with circular intuitionistic
fuzzy numbers according to the criteria by experts, and a new circular intuitionistic
fuzzy MCDM approach is developed. In addition to the existing literature, this
study contributes to the circular intuitionistic fuzzy sets by proposing a new score
function. This application is intended to guide future circular intuitionistic fuzzy
MCDM approaches.

Keywords: Circular intuitionistic fuzzy set · Multi criteria decision making ·
Industrial symbiosis

1 Introduction

Industrial symbiosis simply refers to organizations working together to establish long-
term associations aimed at improving environmental performance and competitiveness
[1]. The basic dynamic in ensuring this is that thewaste of one enterprise in the symbiosis
relationship is evaluated as an input material by another enterprise [2]. In this manner,
by reducing the amounts of carbon dioxide emissions, wastewater, and solid waste, the
negative effects on air and water resources can be eliminated and their quality can be
increased. Although the ecological benefits of being in industrial symbiosis activities are
generally emphasized, it also offers widely positive effects in economic and social areas
for enterprises and society [3]. Industrial symbiosis contributes to the sustainability of the
circular economy [4]. In order to establish an industrial symbiosis relationship, the steps
of examining the current situation, identifying potential flow materials and businesses
and starting symbiosis studies are followed respectively [5]. In these application steps,
techniques such as Life Cycle Assessment and Material Flow Analysis as well as multi-
criteria decision making (MCDM) methods can be used [6].
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In the literature, there are some studies in which various MCDM methods are used
in the context of industrial symbiosis. Zhao et al. [7] examined the benefits of six sample
eco-parks inChina according to 26benefitswith fuzzyVIKOR.Alakaş et al. [8] evaluated
criteria in terms of sustainability in industrial symbiosis implementations using Analytic
Network Process (ANP). Vimal et al. [9] studied industrial symbiosis applications based
on organizational outputs with Analytic Hierarchy Process (AHP). Jayakrishna et al.
[10] ranked the eco-innovation factors of the industrial symbiosis relationship in the
determined sectors in India with DEMATEL method. Li and Pinto [11] chose the AHP
method to rank the success factors of industrial symbiosis applications in China. These
methods can be diversified by using different approaches, and the fuzzy set theory can
be implemented to express expert opinions in MCDM methods.

Fuzzy set theory was introduced by Zadeh in order to express uncertainty [12]. Based
on this theory, various extensions have been proposed such as neutrosophic fuzzy sets
[13], hesitant fuzzy sets [14], and so on. One of the commonly used one in the literature
is the intuitionistic fuzzy sets (IFS), which is introduced by Atanassov [15]. In 2020,
Atanassov also proposed a new extension of IFS called circular intuitionistic fuzzy sets
(C-IFS) [16]. This new fuzzy set is a development of the IFS and differs by including a
circle of the number consisting of membership and non-membership degrees [17].

In this study, the determination of the most suitable alternative for the industrial
symbiosis network of a wood product manufacturer in Turkey is discussed. Thus, it is
desired to contribute to the literature on industrial symbiosis. Another contribution of
the study is the introduction of score functions for circular IFS. It is aimed to widen the
use of circular intuitionistic fuzzy sets in MCDM methods. It is thought that this study
fills the gaps in the literature in the mentioned areas.

The rest of the paper is organized as follows. Section 2 introduces circular intu-
itionistic fuzzy sets with a new defined score function. The circular intuitionistic fuzzy
MCDM methodology is given step by step in Sect. 3. Proposed approach is applied on
enterprise selection for industrial symbiosis in Sect. 4. In the last section, the paper is
concluded with future perspectives.

2 Circular Intuitionistic Fuzzy Set

This section gives the preliminaries anddefinitions of circular intuitionistic fuzzy (C-IFS)
set.

Definition 1: [15] Let X = {x1, x2, . . . , xn} be a universe of discourse, an IFS A in X
is given by

A = {< x, uA(x), vA(x) > x ∈ X } (1)

where “uA : X → [0, 1]” and “vA : X → [0, 1]” with the conditions 0 ≤ uA(x) +
vA(x) ≤ 1, ∀x ∈ X . These numbers are the membership degree “uA(x)” and “vA(x)”
non-membership degree of the element x to the set A, respectively.

Given an element x of X, the pair “< uA(x), vA(x) >” is called an IF value (IFV)
[18]. For convenience, it can be denoted as ã =< uã, vã > such that uã ∈ [0, 1],
vã ∈ [0, 1] and 0 ≤ uã + vã ≤ 1. The indeterminacy degree is denoted by πã, with the
conditions of πã ∈ [0, 1] and πã = 1 − uã − vã.
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Definition 2: [16] Let ã = (uã, vã) be an IFS, a score function S and an accuracy
function of the IFV ã is defined as follows:

S(ã) = uã − vã where S(ã) ∈ [−1, 1] (2)

H (ã) = uã + vã whereH (ã) ∈ [0, 1] (3)

Definition 3: [19] Let ãi = (
uãi , vãi

)
(i = 1,2,…,n) be an IFS, then their aggregated

value by using the IF weighted averaging (IFWA) operator is also an IF value:

IFWA(ã1, ã2, . . . , ãn) =
(
1 −

∏n

j=1

(
1 − uãj

)wj
,

∏n

j=1
v
wj

ãj

)
(4)

where w = {w1, w2, . . . , wn} is the weighting vector of ãi(i = 1,2,…,n) with wj ∈
[0, 1] and

∑n
j=1 wj = 1.

The circular intuitionistic fuzzy (C-IFS) set is introduced to the literature in 2020 by
Atanassov [16]. This new fuzzy set is the extension of the IFS and differs from IFS by
including a circle of the number consisting of membership and non-membership degrees
[17].

Definition 4: Let E be a fixed universe, and a generic element a C-IFS Cr in E is
denoted by x; Cr = {< x : uC(x), vC(x); r >, x ∈ E} is the form of an object that is the
circular intuitionistic fuzzy set (C-IFS), where the functions “u, v: E → [0, 1]” define
respectively the membership function and the non-membership function of the element
x ∈ E to the set C-IFS with condition:

0 ≤ uC(x) + vC(x) ≤ 1 and r ∈
[
0,

√
2
]

(5)

where r is the radius of the circle around each element x ∈ E [17]. The indeterminacy
function can be also defined as πC(x) = 1 − uC(x) − vC(x). When r = 0, a C-IFS is
reduced to a standard IFS.

Definition 5: Let
{
< mi, 1, ni, 1 >, < mi, 2, ni, 2 >, . . .

}
is a set of IF pairs. The C-IFS

Ci is calculated from pairs where i is the number of the IF set and ki is the number of IF
pairs in each set. The arithmetic average of the set is as follows:

Ci =< uC(Ci), vC(Ci) >=<

∑ki
j=1 mi, j

ki
,

∑ki
j=1 ni, j

ki
> (6)

The radius ri of theCi is obtained by themaximum of the Euclidean distances as follows:

ri = max
1≤j≤ki

√(
uC(Ci) − mi, j

)2 + (
vC(xCi) − ni, j

)2 (7)

Definition 6: Let L∗ = {< a, b > |a, b ∈ [0, 1]&a + b ≤ 1}. Therefore Cr can be
rewritten in the form C∗

r = {< x : Or(uC(x), vC(x))) >, x ∈ E} where “Or(uC(x),

vC(x)) =
{
< a, b > |a, b ∈ [0, 1],

√
(uC(x) − a)2 + (vC(x) − b)2 ≤ r, a + b ≤ 1

}
”

is a function of circle representation. The C-IFs are illustrated in Fig. 1.
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Fig. 1. Geometrical representation of circular intuitionistic fuzzy numbers.

Definition 7: Here, a new score and accuracy functions for C-IFSs are defined. Let
c = (uc, vc; r) be an C-IFV, a score function Sc and an accuracy function Hc of the
C-IFV c are defined as follows with respect to the decision maker’s (or manager’s)
preference information λ ∈ [0, 1]:

Sc(c) = (uc − vc + √
2r(2λ − 1))/3 (8)

Hc(c) = uc + vc whereHc(c) ∈ [0, 1] (9)

λ reflects the decisionmaker’s perspective to themodel. Ifλ is equal to zero, it shows
the full pessimistic point of view, while λ is equal to one, it shows the optimistic point
of view. In general acceptance, λ∈ [0, 0.5) indicates a pessimistic point of view, and λ

∈ (0.5, 1] indicates an optimistic point of view. λ = 0.5 is the reflect indifferent attitude
of decision maker.

Definition 8: Let c1 = (
uc1 , vc1; r

)
and c2 = (

uc2 , vc2; r
)
be two C-IFSs. Then, the

ranking rule is defined as follows:

If Sc(c1) � Sc(c2), then c1 � c2. If Sc(c1) = Sc(c2), then;
If Hc(c1) � Hc(c2), then c1 � c2. If Hc(c1) = Hc(c2), then c1 = c2.

3 Methodology

This section introduces the newcircular intuitionistic fuzzyMCDMmethodbyproposing
a new defuzzification (or score) function on C-IFS. The methodology aims to determine
the rank order of the alternatives according to the criteria and the reviews of DMs. The
steps of proposed C-IFS MCDM methodology are explained as follows.

Step 1: Define the case. Consider “A = {A1, A2, . . . , Am}” is the alternative set,
“C = {C1, C2, . . . , Cn}” is the criteria set and “D = {D1, D2, . . . , Dk}” is the set
of DMs. Let “WC = {

WC1, WC2 , . . . , WCn

}
” is the weight vector of criteria where

WCi ≥ 0 and �WCi = 1. These weight vectors are determined by DMs.
Step 2: Collect intuitionistic fuzzy decision matrices from DMs.
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Step 3:Obtain the aggregated IF decisionmatrix using the IFWAoperator by Eq. (4).
Step 4: According to the criteria weights, calculate aggregated decision D̃ of

alternatives using the IFWA operator by Eq. (4).
Step 5: Calculate the maximum radius lengths of each aggregated decision D̃ by

Eq. (6–7) from aggregated IF decision matrix and revise the aggregated decision D̃ with
radius (C-IFS).

Step 6: Determine the λ value related to the case from a pessimistic or optimistic
view.

Step 7: Calculate their score values by Eq. (8–9) and rank the alternatives.
Step 8: Evaluate the full optimistic (λ = 1) and full pessimistic (λ = 0) scenario

for the case. Perform the sensitivity analysis by solving the problem for each value of λ

∈ [0, 1].

4 Illustrative Example

A wood product manufacturer in Turkey wants to manage and minimize the waste
generated during its processes. As a strategic goal, it was decided to create a holis-
tic industrial ecology by combining investments in clean production technologies with
industrial symbiotic relations. For this purpose, the existing activities and the environ-
ment are examined and four alternative enterprises A1, A2, A3, A4 that could establish
a symbiotic relationship are determined. The alternatives are located in the same region
and their distances from the manufacturer are identical. In this case, management wants
to choose the best one to collaborate, therefore the steps of the proposed methodology
are followed in order:

Step 1:Selection criteria considered for industrial symbiosis are:C1: usage of renew-
able of energy [20],C2: savings in rawmaterial cost [21],C3: water consumption control
[8], C4: environmental awareness [22] with the weights of “WC1 = 0.25, WC2 = 0.23,
WC3 = 0.32, WC4 = 0.20.” Three DMs “D1, D2, D3” are selected by manufacturer.

Step 2: Three equally weighted DMs evaluate the alternative enterprises according
to the criteria using IFSs as follows:

DM 1 =
A1

A2

A3

A4

⎡

⎢⎢
⎣

〈0.3, 0.4〉 〈0.5, 0.1〉 〈0.6, 0.2〉 〈0.4, 0.5〉
〈0.4, 0.2〉 〈0.8, 0.1〉 〈0.3, 0.6〉 〈0.5, 0.4〉
〈0.5, 0.1〉 〈0.6, 0.3〉 〈0.7, 0.1〉 〈0.2, 0.3〉
〈0.8, 0.1〉 〈0.3, 0.4〉 〈0.5, 0.3〉 〈0.4, 0.2〉

⎤

⎥⎥
⎦,

DM 2 =
A1

A2

A3

A4

⎡

⎢⎢
⎣

〈0.6, 0.2〉 〈0.4, 0.3〉 〈0.5, 0.1〉 〈0.2, 0.5〉
〈0.8, 0.1〉 〈0.2, 0.7〉 〈0.8, 0.2〉 〈0.5, 0.4〉
〈0.4, 0.5〉 〈0.6, 0.3〉 〈0.1, 0.5〉 〈0.2, 0.6〉
〈0.6, 0.3〉 〈0.7, 0.2〉 〈0.5, 0.5〉 〈0.4, 0.2〉

⎤

⎥⎥
⎦

DM 3 =
A1

A2

A3

A4

⎡

⎢⎢
⎣

〈0.4, 0.3〉 〈0.5, 0.1〉 〈0.2, 0.4〉 〈0.6, 0.3〉
〈0.3, 0.4〉 〈0.6, 0.1〉 〈0.6, 0.3〉 〈0.7, 0.1〉
〈0.2, 0.1〉 〈0.5, 0.3〉 〈0.4, 0.6〉 〈0.5, 0.4〉
〈0.6, 0.2〉 〈0.1, 0.4〉 〈0.6, 0.4〉 〈0.2, 0.5〉

⎤

⎥⎥
⎦.
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Step 3:Aggregated IF decision matrix of three intuitionistic fuzzy decision matrices
by IFWA operator is as follows:

Step 4: The aggregated decisions of alternatives are obtained by IFWA operator
according to the criteria weights specified in Step 1.

D̃ =
A1

A2

A3

A4

⎡

⎢⎢
⎣

〈0.5927, 0.2360〉
〈0.5023, 0.2434〉
〈0.6472, 0.2814〉
〈0.5647, 0.2862〉

⎤

⎥⎥
⎦

Step 5: For each aggregated decision, maximum radius lengths are calculated by
Eqs. (6) and (7) with the aid of aggregated intuitionistic fuzzy decision matrix from Step
3. The aggregated decisions with radius (C-IFS) is calculated as follows:

D̃ =
A1

A2

A3

A4

⎡

⎢⎢
⎣

〈0.5927, 0.2360; 0.240〉
〈0.5023, 0.2434; 0.194〉
〈0.6472, 0.2814; 0.132〉
〈0.5647, 0.2862; 0.164〉

⎤

⎥⎥
⎦

Step 6: The manager office wants to determine their optimistic point of view as
λ = 0.65.

Step 7: By proposed score function in Eq. (8), the scores of the alternatives are
A1 = 0.255, A2 = 0.219, A3 = 0.263, A4 = 0.240.

Therefore, the ranking of the alternatives are A3 � A1 � A4 � A2.
Step 8: For each value of λ ∈ [0, 1], the values and ranking results are given in

Table 1.
The full pessimistic case occurs when λ = 0, and the ranking result is A3 � A4 �

A1 � A2. The full optimistic case occurswhenλ= 1, and the ranking result isA1 � A3 �
A4 � A2. Examining the sequences from pessimistic to optimistic, the best alternative
changes from A3 to A1, but the worst alternative A2 does not changes. The alternative A4
goes backwards in the ranking, while alternative A1 starts to rise in the ranking. Thus, the
reflection of theλ value given by themanager to the score and ranking can bementioned.



40 E. Çakır et al.

Table 1. Sensitivity analysis for λ value.

Score A1 A2 A3 A4 Ranking

λ = 0 0.006 −0.005 0.060 0.015 A3 � A4 � A1 � A2

λ = 0.1 0.044 0.029 0.091 0.050 A3 � A4 � A1 � A2

λ = 0.2 0.082 0.064 0.122 0.084 A3 � A4 � A1 � A2

λ = 0.3 0.121 0.098 0.153 0.119 A3 � A1 � A4 � A2

λ = 0.4 0.159 0.133 0.185 0.154 A3 � A1 � A4 � A2

λ = 0.5 0.198 0.167 0.216 0.188 A3 � A1 � A4 � A2

λ = 0.6 0.236 0.202 0.247 0.223 A3 � A1 � A4 � A2

λ = 0.7 0.274 0.237 0.278 0.257 A3 � A1 � A4 � A2

λ = 0.8 0.313 0.271 0.309 0.292 A1 � A3 � A4 � A2

λ = 0.9 0.351 0.306 0.341 0.327 A1 � A3 � A4 � A2

λ = 1 0.389 0.340 0.372 0.361 A1 � A3 � A4 � A2

5 Conclusion

In order to continue their activities and increase their benefits, enterprises establish
industrial relations. The ability to act as a single organization by establishing industrial
symbiotic relationships is essential for increasing market share by competitiveness. In
addition to the economic dimension, environmental benefits are also achieved, such as
reducing waste, reducing resource consumption and improving quality. This situation
has a multiplier effect with the selection of the appropriate enterprise. Therefore, the
selection of enterprises in the industrial symbiosis network is crucial. This study pro-
poses a new methodology on circular fuzzy MCDM to evaluate alternatives based on
criteria. A new score function is proposed to rank C-IFS, which is a new extension of
intuitionistic fuzzy. The method is illustrated in companies’ evaluation of alternatives
for industrial symbiosis. Along with the sensitivity analysis, the effect of the variability
in the parameter λ is investigated.

For future research, in decision making process, new score and accuracy functions
can be defined. TheMCDMmethodology should be enriched by adapting new operators.
The real-life cases should be applied with circular intuitionistic MCDM procedures.
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Abstract. Investment problem is one of the most interesting and important multi-
attribute decision making problem in real-world. This problem is difficult for
solving when information are characterized by fuzzy and probability type uncer-
tainty. There are several works related to analyzing partially reliable information
based decision making problem. Researchers are implemented solution of this
problem by different approaches. In this study we are analyzing the investment
problem described by Z+ number. The purpose of this paper is to define best
alternatives using Z information based approach in investment problem. The con-
sidered problem is demonstrated by a numerical example. Solution of the problem
is implemented using information described Z+ number, distributions, probabil-
ity measure and utility function. The given method is used to solve investment
problem under uncertain information.

Keywords: Investment problem · Partially reliable information · Z+ number ·
Distributions · Probability measure · Utility function · Ranking Z numbers

1 Introduction

We make many decisions in our daily life based on natural language. Our decisions can
be more or less correct or wrong, optimal or non-optimal. The decisions are based on
experience, intuition, events, representation of information. Intuitive decisions can be
uninformative due to incorrect assessment of the elements of the situation. This is the
issue that researchers focus on when solving MADM problems.

InMADMproblems the state of nature, outcomesmainly are characterized by proba-
bility and fuzzy uncertainty. For example, investment problem is such MADM problem.
Authors of [1] proposed a dynamic programming approach to solve investment problem
including data in the interval type fuzzy numbers. This approach has been used to evalu-
ate interval- valued fuzzy return. It is clear that in this study not considered a probability
-based uncertainty.

Author of paper [2] solved an investment problem under uncertainty by using a
dynamic programming approach.

In [3, 22] researchers introduced a methodology for solving investment problem.
They used expert’s evaluations and Chaos Environment for solving investment problem.
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In [4] authors studied investment problemwith rough interval data. For obtaining the
best return they used dynamic programming. Also authors in [5] for solving investment
problem used trapezoidal fuzzy numbers.

In [6] an extension of the Merton optimal investment problem is discussed using
probability based uncertainty.

Authors of paper [7] analyzed the investment problem by using probability based
preferences.

There are several approaches in interval and fuzzyMADMbut, minority of scientific
works are about multi-attribute decision making under Z-information [8, 23]. Author
of the paper [8] is proposed a new approach for MADM based on decision relevant
information which characterized by partial reliability and fuzzy uncertainty. Here author
used a Continuous Z-number and a distance between Z-number-valued vectors, because
Z-numbers is effective tool to express human knowledge, which consist of combination
“constraint” and “reliability”. There are a number of research works on the use of Z-
numbers in decision-making.

In literature existing Z number based studies are characterized by a number of short-
comings, such as the set of probability distributions is often not considered [9–12].
The second part of Z-numbers is not considered as a measure of probability and often
Z-numbers are converted to fuzzy numbers [13–16]. It results to loss of reliability infor-
mation and probabilistic information. It is crystal clear that, analyzing an impact of
partial reliability on ranking of alternatives is important.

In this study, proposed approach based on application expected utility using Z+

information. In investment, it applied for solving decision making problem.
The rest of the paper is as follows. Section 2 is about the preliminaries. Section 3

gives information about a statement of the problem and its solution. Finally, Sect. 4
concludes the paper.

2 Preliminaries

Definition 1 [17]. Z+-number. Basically, a Z+-number, Z+, is a combination of a fuzzy
number, A, and a random number, R, written as an ordered pair Z+ ≡ (A;R). In this
pair, A plays the same role as it does in a Z-number, and R is the probability distribution
of a random number.

Rmaybe viewed as the probability distribution ofU in theZ-valuation (U ,A,B)[18].
A Z+-number may be expressed as (A, pU ) or, equivalently, (μA, pX ), where μA is
the membership function of A. Then a Z+-valuation is expressed as (U ,A, pU ) (or as
(U , μA, pX ), where pU is the probability density over U . A Z+-number is associated
with a bimodal distribution as a combination the possibility and probability distributions
over U . Then compatibility of these distributions should be considered which in [18] is
understood as

∫

R

upU (u)du =
∫
R
uμA(u)du

∫
R

μA(u)du
.
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An adequate in some cases and an effective from computational point assumption
is to consider pU as a parametric distribution, for example, normal distributions with
parameters mU and σU . In this case, given μA = trapmf (u, [a1, a2,, a3, a4]) and pU =
normpdf (u,m, σ ), compatibility conditions requires [18] gmv(A) = m.

The probability measure PA of A is a scalar product of μA and pU , μA · pU :

μA · pU = PA =
∫

R

μA(u)pU (u)du.

This connects the concepts of a Z-number a Z+-number as follows:

Z(A,B) = Z+(A, μA · pX is B).

Definition 2 [19]. Expected utility. Let P : S → R be any probability measure on a set
of states S such that P(s) > 0 for all s ∈ S. For each s ∈ S define vs : Z → R. Then

U (f ) =
∑
s∈S

P(s)vs(f (s))

Where f is an act, z = f (s) is an outcome, vs(f (s)) is a utility in state s and U (f ) is the
expected value of utility.

Definition 3 [20]. Sumof two normal randomvariables. IfX1 andX2 are normal random
variable then Z = f (X1,X2) = X1 + X2.

μZ = μX1 + μX2 , σ
2
Z = σ 2

x1 + σ 2
x2

Normal distribution is represented as [21]:

p(x)
1

σ
√
2π

e

(
(x−μ)2

2σ2

)

The parameter μ is the mean or expectation of the distribution, while the parameter
σ is its standard deviation.

3 Investment Problem

Assume that A = {A1, A2, ...,An} is a set of alternatives and S = {(s1), (s2), …,(sj)}
is a set of state of nature. All states of the nature are characterized by weight wj which
defined by decision maker. Decision environment is characterized by Z+-information,
the characteristic of the alternative Ai,i = 1, n on weight wj (j = 1...m) is described by
the crisp data

Ai = {
Z(Ai1,Pi1),Z(Ai2,Pi2, . . . ,Z(Aij,Pij)

}

where Z (Ai1,Pi1) is value of Ai with respect to a state of the nature j. Evaluation of the
information and weights of criteria are usually estimated by expert or decision maker
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Table 1. Decision matrix

s1 s2 s3 s4

A1 Z11(A11, (μ11, σ11)) Z12(A12, (μ12, σ12)) Z13(A13, (μ13, σ13)) Z14(A14, (μ14, σ14))

A2 Z21(A21, (μ21, σ21)) Z22(A22, (μ22, σ22)) Z23(A23, (μ23, σ23)) Z24(A24, (μ24, σ24))

A3 Z31(A31, (μ31, σ31)) Z32(A32, (μ32, σ32)) Z33(A33, (μ33, σ33)) Z34(A34, (μ34, σ34))

and are characterized with partial reliability. Here, Aij is constraint, as fuzzy number, Pij

is described as normal distribution (μij, σij).Hence, if n = 3 and m = 4 then decision
matrix as follow (Table 1):

The values of probabilities of states of nature are P(s1), P(s2), P(s3), P(s4). Main aim
in given problem is to select the best alternative.

Numerical example [22].
Suppose, that we need to choose one of three actions: buy bonds (a1), buy shares

of the company (a2), or put money in the bank for a deposit (a3). Each of the actions
depends on four (m= 4) possible states of nature, which are states of the economy during
one year: rapid economic growth (w1), average economic growth (w2), stable state of
the economy (w3), economic decline (w4). The utility function characterizing the rate
of return as a percentage of the invested amount is presented in Table 2.

Table 2. The utility values of actions

Alternatives Rapid Economic
growth
P(s1) = w1 = 0.4

Average
economic
growth
P(s2) = w2 =
0.2

Stable state of
the economy
P(s3) = w3 =
0.3

Economic decline
P(s4) = w4 = 0.1

Bonds ((4,4.8,5.6), (12,4)) ((6.5, 8,9.5)(8,
3))

((5,6,7),(6,2)) ((2.4,3, 3.6)(3,2))

Share ((12,15,18),(15,5)) ((6,7,8),(7, 4)) ((2.4,3,3.6),(3,
2))

((–2.4,–2,–1.6)(–2,1))

Deposit ((6,7,8)(7,3)) ((6,7,8)(7,2)) ((6,7,8),(7,4)) ((6,7,8),(7,5))

The expected utility value for A1 A2, A3 are defined as follow:

ZU (A1) = Z11(A11, (μ11, σ11)) ∗ w1 + Z12(A12, (μ12, σ12) ∗ w2 + Z13(A13, (μ13, σ13)

∗w3 + Z14(A14, (μ14, σ14)) ∗ w4

ZU (A2) = Z21(A21, (μ21, σ21)) ∗ w1 + Z22(A22, (μ22, σ22) ∗ w2 + Z23(A23, (μ23, σ23)

∗w3 + Z24(A24, (μ24, σ24)) ∗ w4

ZU (A3) = Z31(A31, (μ31, σ31)) ∗ w1 + Z32(A32, (μ32, σ32) ∗ w2 + Z33(A33, (μ33, σ33)

∗w3 + Z34(A34, (μ34, σ34)) ∗ w4
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Using given data and proposed decisionmakingmethod the expected values of utility
for acts A1, A2, A3 are calculated. Obtained results as follow (Figs. 1, 2 and 3):

Fig. 1. The expected utility value for A1 first alternative as Z+ number

Fig. 2. The expected utility value for A2 second alternative as Z+ number

ZU (A1) = ((7, 04; 8, 5; 9, 96), (29; 5, 744563))

ZU (A2) = ((6, 48; 8, 1; 9, 72), (23; 6, 78233))

ZU (A3) = ((6; 7; 8), (28; 7, 348469))
Probability measure for each alternative is calculated by using obtained data:

P(A1) = 0,204826
P(A2) = 0,171155
P(A3) = 0,155075
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Fig. 3. The expected utility value for A3 third alternative as Z+ number

Ranking of Z+ number of utilizes gives a preference to the first alternative, i.e.

A1 > A2 > A3.

4 Conclusion

Mostly, reliability of the information are not considered in decisionmaking processes. In
this studywe eliminated this shortcoming by usingZ+ information. Z+ number is used for
describing real information in adequate form in real-world problem. Real information
and its reliability are represented usually by natural language. In this study obtained
results using Z+ number are compared result which given in [22]. Results described that
proposed approach is true. Obtained results using Z+ number are:

ZU (A1) = ((7, 04; 8, 5; 9, 96), (29; 5, 744563))

ZU (A2) = ((6, 48; 8, 1; 9, 72), (23; 6, 78233))

ZU (A3) = ((6; 7; 8), (28; 7, 348469))

Using Wald criteria and expected maximum utility method solution of this problem
is given in [24, p. 224] and in [24, p.227] as 1-st alternative is the best.

Proposed method considers the reliability of the information in alternative selection
problem.The proposed algorithm can be used to analyze various real-life problems in
investment and other fields.
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Abstract. In this paper the descriptive state-oriented and temporal-oriented mod-
els are introduced to treat the assumptions and uncertainty for the automated
planning and scheduling problem. The way how to estimate which state or set
of possible states may result from performing an operation is discussed. Fuzzy
graph interval-valued representation of scheduling problem and state-transition
system is introduced. Fuzzy temporal model operates on fuzzy intervals; and both
qualitative (precedence relations between operations, finish-to-start relations) and
quantitative (interval-valued time durations) constraints are handled by it. The
idea of temporal-ordered partial schedule associated with the planning state of
the system is discussed. And the finite state machine model (automata) for the
planning system under uncertainty is suggested.

Keywords: Automated planning · Fuzzy graph · Interval order · Scheduling ·
Decision-making · Temporal model · Temporal reasoning

1 Introduction

Decision-making in automated planning and scheduling problems usually presuppose
decisions about actions or operations to be performed to achieve an objective. It refers to a
reasoning process: what is the sequence of operations and their estimated durations; how
to perform operations according to the time and resource restrictions; what is the final
goal?Moreover, such kind of problem formulations is significant in the given context and
changes in in the environment caused by uncertainty. So different types of assumptions
may happen due to unpredictable dynamics of the environment, observability of events,
uncertainty managed by such mathematical models and finally in the way how the
temporal variables and concurrency are handled.

Dynamics of the environment can be handled by discrete fuzzy interval-valued mod-
els. Observability of the environment can be treated as multi-mode case of operation
execution, so that some parameters may be always known, and the others may stay
as observable in time. Uncertainty in decision-making problem presupposes the current
state estimation of the model during the execution stage. And finally, the temporal aspect
and concurrency may be handled as topological ordering of the events in time meeting
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deadlines, precedence relations and resource consumption needed to perform an action
or operation.

Temporal reasoning is common for the artificial intelligence problems, for exam-
ple, recurrent neural network (RNN) where connections between nodes in a directed
graph and a temporal sequence allow investigating temporal dynamic behavior. A num-
ber of works have been devoted to temporal reasoning (changing environment, events,
operation execution), for example, qualitative approach was presented by Allen [1–
3], first-order temporal logic was developed by Drew McDermott [4] and allowed to
consider events and plans with causality, changes in quantities and relations between
elements. A number of such works have laid the foundation for the implementation of a
temporal-inference machine, which keeps in memory different “maps” of the timeline,
one per discrete time moment. The Handbook of Temporal Reasoning in Artificial Intel-
ligence raised the actual topics on time granularity, modal varieties of temporal logic
and computational complexity of temporal constraint problems [5]. A formal discussion
devoted to temporal networks was introduced by Ghallab et al. in Chapter 13 [6] and
the book of Bartak et al. [7]. Dechter et al. proposed the framework, called temporal
constraint satisfaction problem (TCSP), in which the variables represented time points
and the temporal knowledge was presented by constraints or permitted intervals; the
authors also investigated path consistency algorithms [8].

The paper is organized as follows. Section 2 introduces state-variable representation
for the scheduling problem and discusses the applicability of planning domain approach
to automated planning. Section 3 introduces temporal-oriented representation, fuzzy
intervals and fuzzy relations for the scheduling problem. And finally Sect. 4 discusses
fuzzy graph interval-valued representation of scheduling problem and state-transition
system, which allows estimating current planning stage and partial plans during the
operational stage.

2 State-Variable Representation of the Scheduling Problem

In automated planning it is common to use some formal notations, or planning domain
to introduce the descriptive model. Descriptive model uses the formal apparatus of a
finite-state automata (or finite-state machine) and classical planning assumptions, such
as: requiring the sets of states and operations to be finite; discrete sequence of states and
operations to be scheduled; the certain prediction about what state will be the system
in if an action a is performed in a state s. Finite-state machine operates with the states,
rules for the transition from one state to another and depends on the applied input and
output.

Let us consider a state-transition system formulation model and some computational
aspects of using it for scheduling problem.

Definition 1. A State-transition system or planning domain is a 4-tuple Σ = (S, O, γ ,
cost) where:

S – is a finite set of states for the system, or a time-oriented partial plans;
O – is a finite set of operations to be scheduled and performed;
γ – is a state-transition function, that gives the next state, or possible next states,

after an action or event, S × A → S with γ (s,a) being a predicted outcome.
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Cost – is a partial function, S ×A → [0,∞) having the same domain as γ. The cost
function may represent monetary cost, time, or other resources to be minimized.

It is also common to represent each state s ∈ S for the planning system as a set
of features (properties) and to define a set of operators that can be used to compute
transitions between the states. The way to estimate each state and specify the members
of the states for the set S is to formulate a set of consistency constraints, so this set plays
the role of restrictions over the possible combinations of variable assignments and check
the state-transition function.

Definition 2. Let R and X be sets of relations and state variables over a set of objects
B, and S be a state-variable state space over X. An action template (planning operators
or action schemas) for S is a tuple α = (head(α); pre(α); eff(α); cost(α)), where head(α)
is a syntactic expression (planning operators or action schemas); pre(α){p1, . . . , pm} is
a set of preconditions, eff (α){e1, . . . , en} is a set of effects for the state; cost(α) denotes
the cost of the applying action [9].

Definition 3. A plan or a partial schedule is a certain finite temporal-ordered sequence
of actions or operations to be executed as follows: π = o1t, o2t, . . . , ont and the total

cost of such plan is cost(π) =
n∑

i=1
cost(oit).

Definition 4. A temporal-ordered partial schedule for the number of operations π =
o1t, o2t, . . . , ont is applicable to estimate the state s0 if there are states s1, s2, . . . , sn
such that: γ (si−1, oi) = si for i = 1, . . . , n.

So we can define a number of states associated with the temporal-ordered partial
schedules as follows:

γ (s0, π) = sn; (1)

γ̂ (s0, π) = s0, s1, . . . , sn. (2)

In terms of discrete mathematics γ̂ is called the transitive closure of γ . If a certain
operationo isn’t applicable in a state s in discrete timemoment t, thenγ (s, o) is undefined.
If an operation o is applicable in state s in discrete time moment t, then:

γ (st, o)(x) =
{
w, if eff (o)contains an effect x ← w,

st(x), otherwise,
(3)

where x – is a state variable from the set X.
In Resource-Constrained Scheduling Problems (RCSP) temporal modelling sub-

problem usually presuppose variables, constraints and objective function to be mini-
mized. Operations need to be planned and expected to occur during discrete time periods
(or fuzzy intervals) and are to be located in time with respect to deadlines and resource
constraints. A decision-maker uses a predictive model to decide what operations to exe-
cute and how to do this with respect to time-cost trade-offs. Such kind of goals define
final solutions for partial or full temporal-scheduled plans, they are called goal states.
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Definition 5. A state-variable scheduling problem is a triple P = (s0, g), where Σ is a
state-variable planning domain, s0 is an initial planning state of the system, and g is the
set of goals.

Any feasible solution (partial temporal-scheduled plan) should satisfy the following
condition: a solution for P is any execution plan for the operations that are to be located in
timeline π = o1t, o2t, . . . , ont such that the state γ (s0, π) = sn should satisfy goal g and
γ (s0, π) ∈ Sg , where Sg – is the set of goal states for the planning system. Any solution
can beminimal according to the number of operations, temporal-shortest or cost-optimal.
Operations execution may also overlap in time, if their conditions, execution modes and
resource-effects are independent, but the goals are usually limited by deadlines and cost
of the project.

Temporal modelling for the scheduling problems implies qualitative approach to
handle operation allocation or topological ordering, as well as quantitative approach to
handle uncertain durations, start-to-finish relations between operations with respect to
numerous parameters. A formal statement of the problem with temporal variables for
resource-constrained scheduling problem can be both state-oriented with the transitions
between states and temporal-oriented within the timeline.

Thenext Sect. 3 discusses temporal-orientedmethod formodellingwhich apply inter-
vals as temporal primitives, and take into consideration both qualitative and quantitative
relations between operations in discrete time moments.

3 Temporal-Oriented Representation of the Scheduling Problem.
Fuzzy Intervals and Fuzzy Relations

Let’s consider a quantitative discrete model of time described by a set of temporal vari-
ables, for example, t1, t2, . . . , tn and each variable designates a time point. An interval-
valued variable is characterized by a pair [t1, t2] such that t1 < t2 and its duration is
positive number.

Definition 6. A fuzzy interval Ĩ(·) and the membership function μI (·) represent a fuzzy
subset, if the following condition is true:∀(x, y, z) ∈ �, z ∈ [x, y], and μI (z) ≥
min(μI (x), μI (y)) [10, 11]. So fuzzy interval in scheduling problem is a fuzzy set in the
real timeline whose left-right (L-R) α-cuts are intervals, and each state variable x(t) is a
function of time interval.

A fuzzy interval can be also specified by an ordered pair of L-R intervals
(
l̃−, r̃+

)
,

where l̃− is called the fuzzy lower bound and r̃+ is called the fuzzy upper bound, and
AM̃ is an assignment function [12].

From the time-oriented point of view the state variable x can be characterized by its
permanency (or persistence) and change within the fuzzy temporal assertion.

A persistence of
[
t̃1, t̃2

]
x = v denotes that x

(
t̃
) = v for every t̃ in the temporal fuzzy

interval t̃1 ≤ t̃ ≤ t̃2.
A change

[
t̃1, t̃2

]
x : (v1, v2) shows that the value of state variable x change over the

fuzzy interval
[
t̃1, t̃2

]
as follows: from x

(
t̃1

) = v1 to x
(
t̃2

) = v2 with v1 
= v2.
Figure 1 illustrates a timeline for state variable x, where the persistence can be

characterized by the fixed membership function μI (·) for the interval
[
t̃2, t̃3

]
.
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Fig. 1. A timeline for the state variable x in scheduling problem.

For example, assertion
[
t̃1, t̃2

]
x : (operation1, operation2) illustrates that state vari-

able x (resources profile needed to execute operations)may change over time. The precise
crisp moments of this change are not fixed, but the Fig. 2 shows that the values of state
variable x for operation 1 and time interval

[
t̃1, t̃2

]
change and can be initialized only at

acting stage. This kind of uncertainty can be handled by fuzzy intervals aswell. Temporal
statements in a timeline and their instances make sense in the corresponding planning
domains and reflect possible evolution of the state variable x.

Definition 7. An interval ordering for a number of fuzzy temporal intervals
[
t̃i, t̃j

]
on

a real timeline is the partial order (schedule) or a sequence of temporal interval-valued
operations to be planned with respect to precedence relations, cost function and finish-
to-start relations.

Definition 8. A fuzzy relation R̃ is a mapping from the Cartesian space X1 x X2 to
the interval [0,1], where the strength of the mapping is expressed by the membership
function of the relation μ(x, y). Fuzzy temporal relation shows a degree of the presence
or absence of interaction between the elements of two or more fuzzy interval sets.

The most traditional crisp method for formalizing the qualitative relations between
time-dependent intervals is Allen’s Interval Algebra, or Interval Algebra (IA) [2]. Allen
introduced 13 temporal-depended relations between start-to-finish crisp intervals that
can be applied in scheduling precedence relations between operations as follows: before,
after, meets (is met by), overlaps (is overlapped), during (includes), starts (is started by),
finish (is finished by) and equals [12].

Let’s consider the following example. There are two sets: X1 = {o1, o2, . . . , o5}
of crisp operations and X̃2 =

{
d̃1, d̃2, . . . , d̃5

}
of fuzzy temporal dura-

tions (they are presented as intervals), and the relation R
(
X1, X̃2

)
=

{(
o1, d̃2

)
,
(
o3, d̃4

)
,
(
o4, d̃1

)
,
(
o5, d̃3

)}
between them. This kind of relation is binary

and is composed by the pairs
(
oi, d̃j

)
; and with the following membership function

μR

(
oi, d̃j

)
this kind of fuzzy relation can be represented in three-dimensional space

(Fig. 2).
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Fig. 2. A three-dimensional representation of fuzzy relations between operations and fuzzy
durations.

A fuzzy n-ary relation R̃ defined on the domain X = X1 × . . . ×Xn is an ordered set
of tuples of n-elements as follows:

R̃ = {((x1, . . . , xn), μR(x1, . . . , xn))|(x1, . . . , xn) ∈ X }, (4)

where μR(x1, . . . , xn) : X1 × . . . × Xn → [0, 1] is a membership function of relation R,
which maps the domain to a continuous interval [0,1].

An interval ordering problem in scheduling and planning can be treated as a special
case of interval distance geometry problem (iDGP), where distances are not given pre-
cisely. Themain distance geometry problem as a decision-making problem is to estimate
measurements for the pairwise distances between elements in some set and to calculate
the coordinates of those points.

The next Sect. 4 discusses fuzzy graph interval-valued representation of scheduling
problem and state-transition system, which allows estimating current planning stage and
partial plan during the operational stage.

4 Fuzzy Graph Representation of the Interval-Valued Scheduling
Problem

Let’s consider a connected fuzzy graph G =
(
V ,E, d̃

)
, where d̃ : E → R+ is positive

fuzzy edge weights and the goal is to find embedding of the vertices V into Euclidean
space V → R

K , so that for every edge {u, v} the equation is true:

∀{u, v} ∈ E‖xu − xv‖ = d̃uv. (5)

In automated planning and scheduling problems durations of operations are usu-
ally uncertain due to the nature of the planning process and interval-valued problem
can be presented as follows. Given a positive integer K and interval-valued weighted

fuzzy graph G =
(
V ,E, d̃

)
, where fuzzy durations maps edges {u, v} ∈ E to positive
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interval weights
[
d({u, v}), d({u, v})

]
, the distance geometry problem is the problem

of constructing the graph G, mapping x : V → R
K and satisfying the interval distance

constrains with respect to precedence relations:

d({u, v}) ≤ ‖xu − xv‖ ≤ d({u, v}),∀{u, v} ∈ E, (6)

where ‖·‖ denotes the Euclidean norm.
Each discrete moment is associated with partial schedule (the number of operations

to be executed) and corresponds to a certain state St of the planning system, see Fig. 3.

timeline

state

1

2

3
4

5

6

Interval-valued
operaƟons

]~,~[ ji tt

tS

Fig. 3. Interval-valued representation of fuzzy precedence relations between operations, durations
and states of the planning system.

The finite state machine model (automata) for the planning system under uncertainty
can be stated as follows.

Definition 9. A finite automata is a 5-tuple M = (S, σ, s0,F), where S – is a finite set
of possible states, Σ - is a finite set called alphabet, σ : S× → Pos(S) is the transition
function from state to possible state with respect to precedence relations of operations,
s0 ∈ S is the start state, and F ⊆ S is the set of accept states or final states of the planning
system [13].

The definition above was given for the deterministic finite automata, but in practice
of planning several ways may exist for the next state at any discrete moment t. Nondeter-
ministic computation then is a tree with the root corresponds to the start of the planning
process. Every branching point in the tree corresponds to a point in the computation
at which the machine has multiple choices to select. In paper [12] we introduced the
approach based on planning computational graph. Having a discrete sequence of states,
time constraints, precedence relations between operations the scheduling problem can
be solved by the computational planning algorithm for the s-states. For each state of
enumeration scheme this algorithm evaluates all possible partial schedules and stores
the current solution until all the operations are scheduled [12].
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5 Conclusion

The paper discusses the descriptive state-oriented and temporal-oriented models to treat
the constraints and uncertainty for the automated planning and scheduling problem.
The main idea of the paper is to show how temporal reasoning and the finite state
machine model (automata) can be applied for the planning system within qualitative and
quantitative approach. Fuzzy graph interval-valued representation of scheduling problem
and the state-transition system are introduced in this paper.

Acknowledgments. The reported studywas fundedby theRussianFoundation forBasicResearch
according to the research project #20-01-00197.
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Z-numbers Based Preference of Expert Opinions
on Social Capital

G. Imanov , M. Murtuzaeva , and A. Aliyev(B)

Control Systems Institute of the Azerbaijan National Academy of Sciences,
Baku 1141, Azerbaijan

Abstract. This article sets out the methodology for description of preference of
expert opinions (PEO) on social capital (SC) indicators. For this purpose, the
theory and instruments of fuzzy Z-numbers are employed. The Z-number theory
opened new horizons for many applications, especially in the areas of computa-
tion with probabilities and events stated in natural language. The generation of
z-numbers is an effective tool to make choices among expert evaluations. With
the objective to make PEO, the experimental researches on modified generation of
Z-numbers based on ordered weighted average and maximum entropy is imple-
mented. Firstly, on the basis of three probability distribution functions, corre-
sponding normative Z-numbers are constructed. Then, in order to establish the
most reliable version of expert opinions, the distances between the obtained prob-
ability distributions, and consequently the degrees of similarity and credibility are
calculated. As a result, the rating of the expert opinions is assessed, in which the
preferred one illustrates the level of SC in Azerbaijan.

Keywords: Social capital · Expert opinions · Z-numbers · Weights · Maximum
entropy

1 Introduction

Social capital - made up of social commitments (“connections”), which is transformable,
in peculiar conditions, into economic capital and may be established in the form of a
nobility title.

SC is the accumulation of the current or prospective resources that ensures each of
its members with the funding of the commonly - owned capital, a “credential” which
entitles them to credit, in the multiple senses of the word [1].

Diverse concepts of the SC are specified as the institutions, relationships, and val-
ues that conduct communications among people and facilitate the economic and social
progress [2].

SC is established by theOECDas “network comprising shared norms, values and per-
ceptions that facilitate cooperation within or between groups”. In this conceptualization,
we can articulate this networks as real-life bonds inside of groups or between individuals.
Consider the networks of friends, networks of families, networks of ex colleges, and so
on. Our common norms, values and perceptions are less exact than our social networks.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 59–66, 2022.
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Sociologists occasionally refer to norms, as society’s tacit and unarguable rules. Values
may be more open to question; actually societies often discuss whether their values are
changing. But still, values – such as regard for people’s safety and security – is a cen-
tral focal point in every social group. Bring together, these networks and perceptions
generate trust and so incite people to interact and cooperate [3].

Solability Swiss-Korean joint venture outlined the SC of a nation as the convergence
of social stability and the well-being of the entire population. SC engenders social
solidarity, which in turn facilitates a stable climate for the economy, and restrains natural
resources from being exploited extensively. SC is not a tangible value, so it is difficult to
quantify and measure in numeric values [4]. Definitions disagree but in general converge
to those networks of relationships of people, who show faith and solidarity mutually,
capacitating the society to cooperate and function productively.

In the course of evaluations of expert opinions and making PEO the pilot study
of Tian Y. and Kang B. [5] is used. As compared to earlier work [6], in later some
disadvantages were eliminated and generating z-numbers was modified.

2 Expert Evaluations of Social Capital Indicators

In this paper we evaluate Azerbaijan SC indicators proposed by two experts. In an effort
to develop social capital indicators (SISC) presented by UNBasel Institute of Commons
and Economics [3, 4], the Healthcare and Corruption indicators were also added to the
list:

1. Social climate (psychological environment, social conditions) is characteristically
outlined as the concepts of a social atmosphere that is bound to be shared by the
members of the society – SC

2. The interpersonal trust among the people – to expect that someone is righteous and
trustworthy and will not mistreat you – TR

3. Interest of the people to take individual strict measures with a view to fund
public goods such as: safety, healthcare, education, environmental challenges,
infrastructure, social allowances, media, culture – PG

4. Interest of the people to be involved in paying more taxes and making contribu-
tions to fund public goods such as: safety, healthcare, education, environmental
challenges, infrastructure, social allowances, media, culture – PT

5. Willingness of the people for adding up to national and regional level investments
such as: purchasing of cooperative shares, acquisition of national and local stocks,
purchasing of SME shares (small and medium enterprises), foundation of private
or family business – IE

6. Helpfulness of the people – the character of offering necessary help, and (2)
friendliness evinced by warm and gracious attitude – HE

7. Friendliness of the people – The character of a person to be kind, and having
affection for people – FR

8. Hospitality of the people – welcoming, entertaining, and generous treatment of
guests, visitors or strangers - HO
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9. Healthcare - Health care is the entire societal commitment, organized or not, either
private or public, that aims to maintain, provide, fund, and improve health – HL
[4]

10. Corruption is a severe crime that deflowers the social and economic growth and
destroys the constitution of contemporary societies – CO [7]

The expert opinions are expressed in zero to ten scale [0–10] respectively, where
0 – very bad and 10 – very high, which are represented in Table 1.

Table 1. Expert opinions in crisp values

SC TR PG PT IE HE FR HO HL CO

Expert. Opinion 1 6 6 5 5 7 9 8 9 6 7.5

Expert. Opinion 2 9 9 5 6 6 10 10 10 7 9

With a view to evaluate expert opinions on SC in Azerbaijan modified method of
generating Z-numbers is applied, which proposed by Ye Tian and B. Kang [6], which
mainly advantaged from the ideas of Zadeh L. [8], Aliev R.A. [9], and Aliev R.A.,
Huseynov O.H., Zeinalova L.M. [10].

3 Estimation of the Values of Generalized Z-Numbers

For every version, experts were proposed three scenarios of weight distributions:

normative -W 1[0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1],
intuitionistic - W 2[0.04, 0.04, 0.15, 0.15, 0.19, 0.07, 0.17, 0.07, 0.04, 0.08] is taken
from work [11],
optimistic -W 3[1, 0, 0, 0, 0, 0, 0, 0, 0, 0].

The ORNESS measure that evaluates each expert’s attitude (W), which proposed by
Yager, Kacprzyk, [12] is expressed by the following formula (1):

ORNESS(W ) = α =
∑n

i=1(n − i) ∗ wi

n − 1
(1)

where wi (i = 1,2,..,10) are components of the vector Wi (i = 1,2,3).
For normative distribution ORNESS α1 is calculated as:

α1 = 1

9

10∑

i=1

(n − i) ∗ wi = 1

9
∗ 1

10

10∑

i=1

(10 − i) = 45

90
= 0.5

Following the same rule α2, α3 are calculated:

α2 = 0.505, α3 = 1
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Using the maximum entropy formula, the vector of the probability distribution of the
options accepted by the expert can be calculated, that is, using αi (i = 1, 2, 3) the
following optimization problem (2) is solved:

maxH (W ) = −
n∑

i=1

wi ∗ ln(wi)

s.t.

⎧
⎪⎨

⎪⎩

α =
∑n

i=1(n−i)∗wi
n−1∑n

i=1 wi = 1
0 ≤ wi ≤ 1

(2)

Afterwards, the probability for the constraint part A is denoted as:

pX (xi) = wn−i+1

As a result, referring to papers [5, 6] the following outcomes are obtained:

PN = [0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1],

Pi = [0.04, 0.04, 0.15, 0.15, 0.19, 0.07, 0.17, 0.07, 0.04, 0.08],

PO = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

Expert opinions on SC indicators which proposed by expert I and II given in crisp values
are fuzzified, using fuzzy triangle membership function (where a = 6, b = 5.5, c = 10
is pre-set), which is given in Table 2.

Table 2. Membership function values of expert opinions on SC indicators

SC TR PG PT IE HE FR HO HL CO

I Expert Opinion 0.89 0.89 0.89 0.89 0.67 0.22 0.44 0.22 0.89 0.55

II Expert Opinion 0.67 0.67 0.89 0.89 0.89 0.00 0.00 0.00 0.67 0.67

By utilizing indicators from Table 2, the constraint part (Ai) of Z-number for
normative attitude is calculated as below:

A1 = μA1
x

= 0.89

6
+ 0.89

6
+ 0.89

5
+ 0.89

5
+ 0.67

7
+ 0.22

9
+ 0.44

8
+ 0.22

9
+ 0.89

6
+ 0.55

7.5

A2 = μA2
x

= 0.67

9
+ 0.67

9
+ 0.89

5
+ 0.89

5
+ 0.89

5
+ 0.00

10
+ 0.00

10
+ 0.00

10
+ 0.67

7
+ 0.67

9

Fuzzy probability of the argument X for the constraint part A1, A2, are calculated:

Px(xi) ∗ μA1(xi)

xi
= 0.89 ∗ 0.1

6
+ 0.89 ∗ 0.1

6
+ 0.89 ∗ 0.1

5
+ 0.89 ∗ 0.1

5
+ 0.67 ∗ 0.1

7

+ 0.22 ∗ 0.1

9
+ 0.44 ∗ 0.1

8
+ 0.22 ∗ 0.1

9
+ 0.89 ∗ 0.1

6
+ 0.55 ∗ 0.1

7.5
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Px(xi) ∗ μA2 (xi)

xi
= 0.67 ∗ 01

9
+ 0.67 ∗ 0.1

9
+ 0.89 ∗ 0.1

5
+ 0.89 ∗ 0.1

5
+ 0.89 ∗ 0.1

5

+ 0.00 ∗ 0.1

10
+ 0.00 ∗ 0.1

10
+ 0.00 ∗ 0.1

10
+ 0.67 ∗ 0.1

7
+ 0.67 ∗ 0.1

9

4 Obtaining the Reliability Values of Expert Opinions

On the base of calculation P(A), the quantity of b of the reliability part (B) is obtained
by formula (3):

b = p(A) =
∫

R
μA(x)pX (x)dx, b ∈ B (3)

Herein, R is the domain of real numbers.
The quantity of reliability part of B for expert I and II are:

b11 = P
(
A1
1

)
= 0.655 b21 = P

(
A2
1

)
= 0.535

b12 = P
(
A1
2

)
= 0.651 b22 = P

(
A2
2

)
= 0.565

b13 = P
(
A1
3

)
= 0.55 b23 = P

(
A2
3

)
= 0.67

Here, i = 1, 2, 3 (subscripts) denote weight distribution versions, j = 1, 2 (superscripts)
denote experts.

As evidenced from calculations the degrees of fuzzy membership functions equal to
the value of ORNESS:

μB(x) = μpA(pA) = kα1

μB1 = μPA1(PA1) = α1 = 0.5;
μB2 = μPA2(PA2) = α2 = 0.505

μB3 = μPA3(PA3) = α3 = 1

To establish the most reliable version of expert opinions, the distance measures between
the obtained probability distributions, the degrees of similarity and credibility have to
be calculated.

The Hellinger distance for discrete probability distributions is calculated by the
following formula (4):

DH (P,Q) = 1√
2

√
∑n

i=1

(√
pi − √

qi
)2 (4)

All possible distances between distributions are also calculated and the following values
are obtained:

DH (P1,P2) = 0.185, DH (P1,P3) = 0.805, DH (P2,P3) = 0.843
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Constructed elements of similarly matrix between three probability distribution (5)
defined as:

Sim
(
pi, pj

) = 1 − DH
(
pi, pj

)
(5)

The obtained values are:

SimP12 = 0.815, SimP13 = 0.195, SimP23 = 0.157

On the base of results obtained above the similaritymeasurematrix (SMM) is constructed
as follows:

SMM =
⎛

⎝
1.00 0.815 0.195
0.815 1.00 0.157
0.195 0.157 1.00

⎞

⎠

The support degree Sup(Pj), is defined by the following formula (6):

Sup
(
Pj

) =
n∑

i = 1
i �= j

Sim
(
Pi,Pj

)
(6)

As a result:

Sup(P1) = 0.815 + 0.195 = 1.01

Sup(P2) = 0.815 + 0.157 = 0.972

Sup(P3) = 0.195 + 0.157 = 0.352
∑3

i=1
Sup(Pi) = 2.334

Creditability degree of probability distributions is defined by formula (7):

crdj = Sup
(
Pj

)

∑n
j=1 Sup

(
Pj

) , (i = 1, 2, 3) (7)

That can be employed as weight and transformed into discount coefficient to get the
membership degree of the reliability part B. The outcomes appear as follows:

crd1 = 1, 01

2, 334
= 0, 433

crd2 = 0, 972

2, 334
= 0, 416

crd3 = 0, 352

2, 334
= 0, 151

The membership degree for reliability part (B) of Z-number is defined as (8):

μ
j
B(x) = k ∗ αj ∗ crdj

max
(
k ∗ αj ∗ crdj

) j = (1, , n) (8)

In this research, for the sake of simplicity, the relation coefficient k between orness
measure and membership function of B is set: k = 1
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α1 = 0.5, α2 = 0.505, α3 = 1
k ∗ α1 ∗ crd1 = 0.439 ∗ 0.5 = 0.2165

μB1(x) = 0.5∗0.433
0.2165 = 1

k ∗ α2 ∗ crd2 = 0.505 ∗ 0.416 = 0.2101 μB2(x) = 0.505∗0.416
0.2165 = 0.9703

k ∗ α3 ∗ crd3 = 1 ∗ 0.151 = 0.151 μB3(x) = 0.151∗1
0.2165 = 0.692

In the end, the generated Z-numbers have been developed all-inclusive. This allows
one to choose the most reliable option with the maximum value of the B part of the
Z-number, which corresponds to the normative option. For the normative attitude, the
obtained values of the Z-numbers for both experts are as followings:

B1
1 = 0.5/0.655 B2

1 = 0.5/0.535

It is obvious that both expert opinions have equal membership degree for the normative
option. But, the opinion of the I expert is preferred due to the greatest reliability.

5 Conclusion

In this paper, we made PEO with the application of the theory and instruments of Z-
numbers. Concept of Z-numbers is suitable to make PEO, on that account we applied
Kang’s modified generalized Z-number method based on ordered weighted average and
maximum entropy. Taking into consideration the reliability part of Z-numbers results
in more reasonable solution that contemplates human judgements, and is an advantage
over the traditional fuzzy methods in making PEO. The proposed approach can be a
piece of help for decision-makers in evaluation of different aspects of socio-economic
systems.
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Abstract. The aimof the paper is to find the distortion rates of the images by using
Steganography. The cover and message images are scaled to 256 by 256 pixels.
RGB level images are converted into HSI color space. HSI color space based
metric establishes a better relationship with human perception for the processing.
For the ‘message hiding’, the LSB Steganography method is utilized. In the image
application, the least significant bit (LSB) data embedding is performed on the
image. The effect of changing LSBs up to the 7th bit plane on the image has been
examined with various quality metrics values like PSNR, SSIM, and MSE. Here
we focus on the degradation level of the tested image to evaluate the effect of the
RGB level image converted to the HSI color space, the altered effect of the original
image on the data embedded image and calculate the image quality criteria.

Keywords: Steganography · Color space · Image quality criteria · LSB · HIS

1 Introduction

Steganography is the art of hiding a confidential data by embedding. The word steganog-
raphy is derived from the Greek alphabet. Hidden means “στεγανó-ς” and covered
“γραϕ-ει” text [1]. The purpose of Steganography is to hide the presence of confidential
message or information. The message to be sent is kept in an innocent-looking envi-
ronment, preventing third parties from being aware of the presence of the message.
Steganography is divided into two parts. Linguistics is Steganography and Technical
Steganography. Linguistics Steganography: Steganography part with carrier data (text).
Technical Steganography: Invisible ink, hidden places, Microdots, Computer based
methods. Computer basedmethods: Text, audio, video, image are data hiding areas using
Steganography files. There are several methods in Image Steganography that includes
hiding information into image files [2]: Adding the least significant bit (LSB), Masking
and filtering, Algorithms and transforms. In Steganography image application, the most
insignificant bit (LSB) data embedding is performed on the image. In order to evaluate
the effect of the RGB level image transformed into HSI color space, the changing effect
of the original image on the data embedded image, and to calculate the image quality
criteria, the distortion level of the image tested here is focused on PSNR, MSE, and
SSIM. Although many mathematical measurements are also simplicity, this method is
not well related to perceptual quality. By incorporating HSI features, the performance of

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Metric measurements can be improved. An attempt was made to model HSI in a math-
ematical form and to normalize the distortion rates according to visibility. HSI based
metric establishes a better relationship with human perception. The difference between
the test images of HSI human perception is normalized according to visibility.

2 LSB Method 24-Bit Color Image Application

In this method, every bit of data to be hidden is written to the last bit of one byte of
the image data. In 24-bit images, 3 bytes are used per pixel. The color of each pixel is
obtained from three main colors: R (red), G (green), B (blue). This is called the RGB
value of the pixel. By changing the last bit in each byte, 3 bits of information can be
hide in a pixel [3].

Bytes = Total pixels color depth

8Bit [1Byte]
In other words, it has 24 bit depth (256 × 26 × 24)/8 = 196.608 bit (24.576 byte)

[1]. Below has the ASCII 65 (decimal) code with the letter ‘A’ which corresponds to
01000001 in the binary system. Three pixels are required for a 24-bit image to embed
‘A’ information. Suppose Pixel values are as follows Table 1.

Table 1. MSB, LSB, and RGB values of example pixels.

Pixel values MSB LSB MSB LSB MSB LSB RGB values

Pixel1 1001 0101 0000 1101 1100 1001 149,13,201

Pixel2 1001 0110 0000 1111 11001010 150,15,202

Pixel3 1001 1111 0001 0000 1100 1011 159,16,234

Thenewpixel values that occurwhen the bit “01000001” information to be embedded
in the 3 pixel given as the original image bits is hidden is as in Table 2 below.

Table 2. Altered values of example pixels in HSI format.

Pixel values MSB LSB MSB LSB MSB LSB HSI values

Pixel1 1001 0100 0000 1101 1100 1000 148,13,200

Pixel2 1001 0110 0000 1110 11001010 150,14,202

Pixel3 1001 1110 0001 0001 1100 1011 158,17,234

Changes were made in the last bits. If the bit to be embedded is the same as the next
bit, the result will not change. The data will be embedded in the desired channel, as there
are three channels in red, green, and blue in the color pictures. In Table 2 above, only
5 bits are changed, and the information is hidden. It is important to go to the result by
making the least change in this method.
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3 Color Spaces

Color spaces aremathematicalmodels used to describe colors. Color spaces are generally
divided into two groups, device dependent and device independent color spaces. In Fig. 1
some commonly used color spaces are seen [4].

Fig. 1. Commonly used Color spaces

3.1 RGB Color Model

RGB consists of a combination of three basic colors, red, green and blue. The colors that
makeup thismodel are basic colors and they are not obtainedwith amixture of twocolors.
Since the colors obtained by the combination are structurally lighter in red, green and
blue, white is formed by the combination of all of them. Bymixing these colors together,
cygan, magenta and yellow are obtained. It is white from 100% mixture of three, and
black is obtained when it is reduced to 0%. Televisions, computer monitors and scanners
use the RGB color model. RGB color model is in the color receiving structure of the
human eye. These models are difficult to use when recognizing or comparing colors in
the human brain. Therefore, in this type of study, the HSI color model is used.

3.2 HSI Color Model

Detecting and replacing light intensity and saturation in color images requires a very
intensive mathematical operation in RGB color space. This increases workload and
directs the researcher to find simpler solutions in color image applications. For this pur-
pose, HSI color spaces have been developed to make color selection easier and intuitive
easier. In HSI color space, colors are defined as color essence, hue (H), saturation (S) and
density (I), unlike RGB color space. For this reason, light changes can be recognized in
the HSI color space and difficulties during image processing are eliminated [5]. With the
combination of R (Red), 2nd layer G (Green), 3rd layer B (Blue), and three of the RGB
layers of a color image, a colorful picture with RGB components emerges. Transition
from RGB color space to HSI color space Three components of H (hue), S (saturation),
I (Intensity) are shown separately in Fig. 2.
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Fig. 2. RGB and HSI Color spaces components.

3.2.1 Used Formulas

The steps below are mathematically formulated for conversion of the RGB color space
to the HSI color space [6].

r = R

R+G+B
g = G

R+G+B
b = B

R+G+B
(1)

� = cos−1

⎡
⎣

1
2x

[
(r − g) + (r − b)

]
[
(r − g)2 + (r − b)(g − b)

] 1
2

⎤
⎦h(Hue) =

{
� if b ≤ g
360 if b > g

}
(2)

S(Saturation) = 1 − 3

(R+G+B)
[min(R,G,B)] (3)

I(Intensity) = 1

3
(R+G+B) (4)

4 Image Quality Measures

When embed processing an Image is applied, it may result in information loss or quality
loss. Objective and subjective methods are used to evaluate the quality of this image [7].

* Subjective Methods: It works according to the human vision system.
* Objective Methods: Based on comparisons using numerical criteria.
In this application, we analyzed image quality criteria SSIM, PSNR,MSEmeasures.

4.1 Structural Similarity Index (SSIM)

It is a quality criterion used to measure the similarity between the original image and
the image embedded in it. SSIM is designed for image distortion, information loss,
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brightness distortion factors. This human visual system (HSV) is thought to be close to
quality perception. In this approach, they take the value in the value range [0…1]. SSIM
is calculated by the formula mentioned below.

SSIM (X ,Y ) =
((
2μxμy + c1

)(
2σxy + c2

))
((

μ2
xμ

2
y + c1

)(
σ 2
x + σ 2

y + c2
)) (5)

4.2 Peak Signal-to-Noise Ratio (PSNR)

It is the ratio between the noise-canceling power that affects the highest value of the
signal. It is most often used in image reconstruction as a measure of its quality. In this
case, it calculates the quality of similarity between the original image and the image
containing confidential data. As a result of the calculation, the high PSNR value means
that the quality is also high, that is, the effect of the change on the image on the picture
is low. PSNR is calculated with the formula specified below.

PSNR(db) = 20log10
MAX

(
X 2

)
f√

MSE
(6)

4.3 Mean Square Error (MSE)

Measures the average of squares of errors. Values close to zero are better. MSE is
calculated by the formula mentioned below.

σ 2 = 1

N

∑N

n=1

(
xn+yn

)2 (7)

5 Experimental Results

Lenna picture taken from the web was tested on two jpg images of 256 × 256 pixel size.
After converting the picture fromRGB color level to HSI color space, secret information
embedding was performed on the picture using LSB technique. In this test, there are no
noticeable objects on the image up to the 4th bit plane. But there are clues that the image
has changed. With the embedded image, the file size has increased and the examination
of the images shows that it consists of two colors. There are changes in histogram test,
hidden information embedded image and original image. The differences between these
histograms can be easily perceived by the human eye. Changes made to the digital image
cause distortion on the image. These distortions cause visual differences in the picture.
Even if the differences are not visible with the human eye, they can be detected through
analysis to be performed in digital media. There are basically two different approaches
for detecting deterioration in quality measurements. HSV human vision system is the
second quality measurement metrics. Below are the original pictures and data embedded
images by LSB bit embedding method. The images and histograms of the 7th bit plane
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from the 0th bit plane of the HSI levels from the RGB level of the pictures and the
differences between these histograms can be seen in Fig. 3 In the next part, the results
obtained after the above experiments are given on the chart and table. Based on the
experiment, the quality measurement values were taken after embedding in a picture
(see Table 3) The cover image shows the numerical values of the file sizes varying in
the Bit plane of the Stego noise.

Fig. 3. RGB and HSI image, Stego image and Histograms

There are no noticeable symbols on the stego image in this test, up to the 4th Bit
plane. In fact, there is a lossy compression here. Distortion ratio is important in lossy
compression. The main thing to be tested when making a comparison is not how much
it is compressed but how high quality it compresses. Here, a successful, high quality
compression was achieved. In planes after the 5th bit plane, the hidden information in
the image is noticeable and an increase in file size is observed. In Table 4 it was observed
how the quality criteria related to each distortion affect the values of the distortion in
order to evaluate the sensitivity of the image to the distortions. PSNR and SSIM seem
to be sensitive to noise jpg compression. In the discrimination of the image embedded
up to the 4th.bit plane, the PSNR indicates that the SSIM value provides higher image
quality. Values close to 0th are more successful than MSE, PSNR.
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Table 3. The cover image and Stego image.

Cover image
dimension

Message image
dimension

Size of cover Size of message Bit plane1 Size of stego

256 × 256 256 × 256 14.0 Kb 11.6 Kb 0.Bit-plane 3.4 Kb

1.Bit-plane 4.0 Kb

2.Bit-plane 5.0 Kb

3.Bit-plane 6.5 Kb

4.Bit-plane 8.7Kb

5.Bit-plane 11.2 Kb

6.Bit-plane 14.4 Kb

7.Bit-plane 18.5 Kb

Table 4. Bit-plane quality metrics

Bit I-plane PSNR SSIM MSE

0st-Bit-plane 59.224 0.994 0.078

1st-Bit-plane 49.225 0.952 0.777

2nd-Bit-plane 41.593 0.881 4.506

3rd-Bit-plane 34.861 0.815 21.234

4th-Bit-plane 28.511 0.765 91.610

5th-Bit-plane 22.345 0.725 378.965

6th-Bit-plane 16.268 0.692 1535.745

7th-Bit-plane 10.222 0.664 6178.369

6 Conclusions

The study was coded inMatlab program environment and applied on the classical Lenna
picture taken from the web. Images 256 × 256 pixel sized blocks were converted from
RGB color space to HSI color space. The subsequent LSB image was hidden using the
method of embedding confidential data into the image using the Steganography method.
The changing effect of the hidden information embedded image on the Bit-plane was
tested using quality criteria metrics on the image using numerical criteria. The results
are expressed on numerical values on how image distortions affect the picture. The aim
is to reveal the differences and similarities of SSIM, PSNR, MSE quality criteria in
general separations by embedding confidential information with LSB method on the
picture. PSNR appears to be more sensitive in jpeq compression. SSIM performed well
in distinguishing structural content in images. However, the color value remained black
in the cover image. Despite the noisy distortion, MSE and PSNR were observed to be
good at evaluating the quality of the images.
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Abstract. Knowledge based systems are characterizedwith bimodal information.
There are a lot of works in scientific literature related on fuzzy and probabilistic
reasoning. Fuzzy reasoning and probabilistic reasoning have a wide application,
in both theoretical and applied works. It is lucid that used implication impacts
to result of reasoning. In this work, Z-set based inference using Ali-2 impli-
cation for control system design is discussed. Ali 2 logic satisfies the relation
µA(x)ˆ(µA(x) → µB(x)) ≤ µB(x) which is essential for progress of fuzzy con-
ditional inference rules. It gives them possibility to utilize it for the creation of
developed rules of fuzzy conditional inference and for the modeling of different
systems. For clarification of the situation, new approach for approximate reason-
ing is proposed by author. Proposed approach is based on processing imperfect
information.

Keywords: Ali-2 fuzzy implication · Z-set · Probabilistic implication ·
Z-If-Then rules bimodal information

1 Introduction

Fuzzy implication has a very important role in fuzzy control, multivalued mathematical
logic, approximate reasoning and data analysis. It is a kernel of approximate reasoning
and fuzzy logic. Inference process is realizing through fuzzy implication in many fuzzy
rule-based systems. An important problem in implication is their representation and it
impacts to the result of inference. This question is discussed in a lot of published works
[1–5].

Review about Fuzzy Implication Functions is given in [6, 7]. Different problems
related to Construction Methods of Fuzzy Implications are discussed in this study.

[8] is dedicated toYager’s implications and their characterization. Their basic proper-
ties is discussed in this research. Using this idea authors have characterized well-known
fuzzy implications -Goguen, Reichenbach implication.

There are several different fuzzy implications used in fuzzy control system. For
instance, Ali-1, Ali-2, Ali-3, KD. Advantages of these logic are proved by examples in
[9, 10]. Ali-2 is fuzzy logic, which truthiness of the implication depends on the degrees of
truthiness of the antecedent and consequent. This logic able to implement the conditional
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inference rule, that satisfies criteria of Masumoto [11] and Modus Ponens [12]. Ali-2
logic has own logical connectives [12].

In thisworkwe propose usingAli-2 implication. This implication and its comparative
semantic analysis are given in [13, 14].

Also, Ali2 and Ali3 implications satisfy above given inequality too.
The study [15] is devoted to the uncertaintymanagement. Discussed Zadeh approach

give possibility operate different type uncertainty. However, combining two probability
measures is the problem of judgment, it is not a problem of mathematics. Probabilistic
implication-based reasoning is described in [16]. Conditional copulas is a bridge between
fuzzy logic and probability theory.

There are several works related on modeling problem of combination fuzzy and
probabilistic uncertainties. They are belief networks, fuzzy and probabilistic informa-
tion combination, belief rule-based systems, and etc. [17–24]. Nowadays imperfect
information can be represented by different effective tools such as Z-numbers and Z-sets.

Authors [25–27] used the Z-number but didn’t use the Z-set. A new method for
approximate reasoning using Ali-2 implication and Z-set based rules is proposed.

The structure of the paper consists of five sections. In the second section basic
definitions related on Z-set based reasoning are given. A statement of the problem is
presented in Sect. 3. The basic steps of the proposed approach for reasoning with Z-rules
are considered in Sect. 4. An example is illustrated in last section.

2 Preliminaries

Definition 1 [26]. Z IF-THEN Rules. If X1 is ZX1,n = (AX1,n,BX1,n) and, …, and Xm

is ZXm,n = (AXm,n,BXm,n) then Y is ZY = (AY ,n,BY ,n).
ZXm,n = (AXm,n,BXm,n) is the Z-sets [26] based inputs and ZY = (AY ,n,BY ,n) is Z

sets based outputs of the rues.

Definition 2. AlI-2 implication [12].

µs(u, e) =
{
1, µEi(e) ≤ µUj(u)
(1 − µEi(e))

µ
Uj
(u), µEi(e) > µUj(u)

i, j, s = 1, n.

Logical connective conjunction on Ali 2 implication is given below:

µs(u, e) =

⎧⎪⎨
⎪⎩
µEi(e), µEi(e) + µUj(u) < 1
0, µEi(e) + µUj(u) = 1
µUj(u), µEi(e) + µUj(u) > 1

Definition 3 [28]. Aggregation distributions. Probability aggregation method a
weighted sum as follow:

PG(p) =
n∑

i−1
wiPi(p).

Definition 4 [29]. The compositional rule of fuzzy inference is:

µU (u) = max
u

min[µE(e
c
ic), µR(u, e)]
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3 Statement of the Problem

Implemented control system is described using seven rules which antecedent and con-
sequent is represented using Z-set. The goal is to determine output according to given
input.

Z-set based rules are as follow [28]:

1. If the error e is [negative big (NB), small sure] THEN the control action u is [negative
big (NB), small sure].

2. If the error e is [negative medium (NM), sure] THEN the control action u is [negative
medium (NM), sure].

3. If the error e is [negative small (NS), very sure] THEN the control action u is [negative
small (NS), very sure].

4. If the error e is [zero (ZE), medium] THEN the control action u is [zero, medium].
5. If the error e is [positive small (PS), sure] THEN the control action u is [positive

small (PS), medium].
6. If the error e is [positive medium (PM), very sure] THEN the control action u is

[positive medium (PM), sure].
7. If the error e is [positive big (PB), medium] THEN the control action u is [positive

big (PB), sure].

Here, variable e shows the errors and u describes the control action. The value of the
linguistic variables is described as follows:

medium = 0.2/0.5 + 1/0.6 + 0.4/0.8; small sure = 0.3/0.7 + 1/0.73 + 0.2/0.75;
very sure = 0.2/0.8 + 1/0.9 + 0.2/1; sure = 0.1/0.7 + 1/0.8 + 0.3/0.9.

Rule 1

µE1(e) = 1.00/ − 10 + 0.73/ − 7 + 0.34/ − 3 + 0.20/0 + 0.13/3 + 0.08/7 + 0.06/10

µU1(u) =1.00/ − 1 + 0.92/ − 0.7 + 0.67/ − 0.3 + 0.50/0 + 0.37/0.3

+ 0.26/0.7 + 0.20/1

. . .

Rule 7

µE7(e) = 0.06/ − 10 + 0.08/ − 7 + 0.13/ − 3 + 0.20/0 + 0.34/3 + 0.73/7 + 1.00/10

µU7(u) =0.20/ − 1 + 0.26/ − 0.7 + 0.37/ − 0.3 + 0.50/0 + 0.67/0.3

+ 0.92/0.7 + 1.00/1
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The aim is to accomplish Z-inference using Ali-2 implication and define result
according to new input, which described below:

New input: (µE(ecic) = 0.11/ − 10 + 0.17/ − 7 + 0.34/ − 3 + 0.61/0 + 0.96/3 +
0.73/7 + 0.41/10, sure).

4 Solution Method

Algorithm of solution method as follow.

1. Calculation A part of the Z set using fuzzy implication. The value of the output
determined utilizing the compositional rule of inference.

2. Calculation B part of the Z-set.
Determination set of probaility distribitionG over all rules using point of support

B Calculation copula is based on distributions of inputs and outputs on rules.
3. Aggregation probability distribition set is performed by aggregation method.
4. Calculation set of probability distributions using points of B on new input.
5. Calculation distance between two vectors such as one of them probability vector on

new input and second aggregated probability vector over inputs of the rule.
6. Calculation similarity measure.
7. Definition the support points of output B usingA, similarity measure and probability

distribution.

Example. Control system is described by seven rules [30].
First step is related on creation relations over rules [31] by using ALI-2 implication

over 7 rules. Intersection is determined by using logical connective of Ali 2, obtained
composed fuzzy relation is described in Table 1.

Table 1. Obtained fuzzy relation

R = ∪RS , s = 1, ..., n

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1
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The value of the control action is defined as follows:µEout(e) = 0.11/−1+0.17/−
0.7 + 0.34/ − 0.3 + 0.61/0 + 0.96/0.3 + 0.73/0.7 + 0.41/1.

The next step consists calculation of probability distributions on input and output of
the rules. For instance, result on the seventh rules determined according to [28] is given
in Table 2.

Table 2. Probability distributions on input and output of the rules

Distributions on seventh rule inputs Distributions on seventh rule outputs

0.5 0.6 0.8 0.7 0.8 0.9

0.0 0.0 0.21 0.0 0.20888355 0.21

0.0 0.0 0.0 0.06 0.0 0.0

0.0 0.0 0.0 0.14 0.0 0.0

.00.0 0.0 0.0 0.17 0.0 0.0

0.77 0.55 0.0 0.19101044 0.0 0.0

0.0 0.13 0.0 0.203559604 0.79111645 0.79

0.240 0.32 0.79 0.229758495 0.0 0.0

Result of the probability aggregation operation over set of probability distribution
on antecedent as follows (Table 3):

Table 3. Result of the aggregation

P1 P2 P3

0.0439 0.0481 0.1501

0.0309 0.0240 0.0189

0.0468 0.0513 0.0480

0.0506 0.0640 0.0680

0.4910 0.3424 0.0949

0.1791 0.2983 0.2195

0.1578 0.1719 0.4006

Using the distributions on the input and outpust calculate a copula for every rule (see
Table 4).
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Table 4. Result over the points (0.75,0.75)

Copula

0.214 0.178 0.009 0.000 0.000 0.000 0.151

0.090 0.074 0.004 0.000 0.000 0.000 0.063

0.022 0.018 0.001 0.000 0.000 0.000 0.016

0.000 0.000 0.000 0.000 0.000 0.000 0.000

0.000 0.000 0.000 0.000 0.000 0.000 0.000

0.003 0.003 0.000 0.000 0.000 0.000 0.002

0.059 0.049 0.003 0.000 0.000 0.000 0.041

Using probability implication and copula the distributions are determined. For
points (0.75,0.75) over seventh rule is probability distribution is defined: p =
(0.388148,0.321775,0.016603,0,0,0,0.273474) (Table 5).

Table 5. Probability distributions on 7-th rule

Points Probability distributions

(0.5,0.7) 0 0.06059 0.140805 0.174276 0.191011 0.20356 0.229759

(0.5,0.8) 0.208884 0 0 0 0 0.791117 0

(0.5,0.9) 0.21 0 0 0 0 0.790001 0

(0.6,0.7) 0 0.06059 0.140805 0.1742765 0.191011 0.20356 0.229759

(0.6,0.8) 0.208884 0 0 0 0 0.791118 0

(0.6,0.9) 0.21 0 0 0 0 0.790002 0

(0.8,0.7) 0 0.06059 0.140805 0.1742761 0.19101 0.20356 0.229758

(0.8,0.8) 0.208884 0 0 0 0 0.791116 0

(0.8,0.9) 0.21 0 0 0 0.79 0

Obtained 63 distributions for seven rules are aggregated and result is described as
vector in Table 6:
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Table 6. Distributions

Probability distributions

0.121668 0.065734 0.11557 0.129142 0.128281 0.117438 0.322169

0.182069 0.03164 0.048667 0.064212 0.083381 0.519071 0.070961

0.132204 0.029034 0.046529 0.058941 0.284119 0.427881 0.021293

0.121668 0.065734 0.11557 0.129142 0.128281 0.117438 0.322169

0.182069 0.03164 0.048667 0.064212 0.083381 0.519071 0.070961

0.131722 0.024096 0.057288 0.05587 0.282213 0.427144 0.021669

0.138369 0.084436 0.122166 0.139029 0.146407 0.117438 0.252156

0.182069 0.03164 0.048667 0.064212 0.083381 0.51907 0.070961

0.131721 0.024096 0.057288 0.05587 0.282213 0.427143 0.021669

First part of the Z set or A part of the Z-set is determined as follows:

µEout(e) =0.11/ − 1 + 0.17/ − 0.7 + 0.34/ − 0.3 + 0.61/0 + 0.96/0.3

+ 0.73/0.7 + 0.41/1

The next step related on calculation similarity measure between current and
aggregated input vector of probability distributions.

Probabilty distributions on new input are given in Table 7.

Table 7. Probabilty distributions on new input

Distributions

0.7 0.8 0.9

0.0 0.0 0.0

0.0425 0.0 0.0

0.1162 0.0389 0.0

0.1994 0.274 0.1548

0.3345 0.5132 0.8199

0.2641 0.1732 0.0252

0.0431 0.0 0.0
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Find the distance between the new vector and aggregated probability vector.
Determined result as follows:

ZHD(PZ1 ,PZ2) = min
pzi∈G

⎛
⎜⎝ 1√

2

⎛
⎝ k∑

j=1

(p1/2z1j
− p1/2z2j

)

⎞
⎠

1/2
⎞
⎟⎠ = 0, 263482

Obtained similarity measure between a new vector and aggregated input is:

sm = 1/(1 + ZHD) = 0.787851

Find probability distributions in output part utilizing similarity degree. Determined
A as first part of Z-set, probability distributions and similarity measure.

For defining Bwe use minimal value of all input and output which make Pi, i = 1, 9.
For example,

P1 =

⎛
⎜⎜⎝
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0.7
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0.3

0.7

)
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0.8

)
,
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0.5
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0.2

0.5

)
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1
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,
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0.5

)
,(

0.2

0.8
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1
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0.5
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1

0.7

)
⎞
⎟⎟⎠

P1 =
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)
,
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0.8
,
0.2

0.8
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(
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,
0.2
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1
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0.8
,

1

0.7

)
,

(
0.2

0.5
,

1

0.7

)
⎞
⎟⎟⎠

. . .

P5 =

⎛
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1

0.73
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0.8
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P9 =
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Obtained result as follow:
A = 0.11/−1 + 0.17/−0.7 + 0.34/−0.3 + 0.61/0 + 0.96/0.3 + 0.73/0.7 + 0.41/1
B = 0.1/0,36753 + 0.1/0,36753 + 0.1/0,36904 + 0.2/0,43258 + 0.2/0,43258 +

1/0,43258 +
+ 0.2/0,50446341 + 0.2/0,50446386 + 0.1/0,50546814
Determined result is represented in Fig. 1.
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Fig. 1. Determined result

5 Conclusion

In given research, a new inference method based on Ali-2 implication and Z-set based
antecedents and consequents is given. Proposed approach has ability to operate fuzzy and
probabilistic uncertainties. The priority of the suggested approach is to keep main prop-
erties of data, such as information characterized by probability and fuzzy uncertainty.
Discussed method related to definitions, such as probabilistic and fuzzy implication,
fuzzy and probability aggregations, similarity measure, a distance. It is clear that we
can apply this approach in different decision-making problems when the information
represented using probability and membership function.
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Abstract. In this study, we are analyzing the possibility of using Z-numbers for
measuring the service quality and decision-making for quality improvement in the
hotel industry. Techniques used for these purposes are based on consumer evalu-
ations - expectations and perceptions. As a rule, these evaluations are expressed
in crisp numbers (Likert scale) or fuzzy estimates. However, descriptions of the
respondent opinions based on crisp or fuzzy numbers formalism not in all cases
are relevant. The existing methods do not take into account the degree of con-
fidence of respondents in their assessments. A fuzzy approach better describes
the uncertainties associated with human perceptions and expectations. Linguis-
tic values are more acceptable than crisp numbers. To consider the subjective
natures of both service quality estimates and confidence degree in them, the two-
component Z-numbers Z= (A, B) were used. Z-numbers expressmore adequately
the opinion of consumers. The proposed and computationally efficient approach
(Z-SERVQUAL, Z-IPA) allows to determine the quality of services and iden-
tify the factors that required improvement and the areas for further development.
The suggested method was applied to evaluate the service quality in small and
medium-sized hotels in Turkey and Azerbaijan, illustrated by the example.

Keywords: Hotel service quality · Z-SERVQUAL · Z-IPA · Z-number · Fuzzy
number

1 Introduction

The leading role of tourism in the economic development of the various countries in
the post-pandemic era will significantly increase competition in the industry. In such
conditions, thewell-informed decisions and the justified decision-making approaches for
the service quality become one of the most important issues for gaining an advantageous
position in such a highly competitive environment as the hotel industry.

Customer satisfaction is one of the primary research issues in the service quality
in tourism [1]. There are several methods for measuring the service quality from the
consumer’s point of view - SERVQUAL, SERVPREF, Importance-Performance analysis
(IPA), Critical Incident Technique, Mystery Shopper [2]. Other methods used include
Kano’s Model, Failure Mode and Effects Analysis (FMEA), Multi-Criteria Decision-
Making Method (MCDM) [3, 4].
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Developed in 1988 and currently widely used, the SERVQUAL methodology [5]
assesses the differences between the consumer’s perception of the service quality at
the time of its provision and the expected level of quality before it is provided. This
methodology includes the evaluation of the service quality in five dimensions (tangi-
bles, reliability, responsiveness, assurance, empathy) according to 22 criteria. It was
originally used for banks, long-distance/international telephone calls, repairs, and main-
tenance. Numerous studies have shown the applicability of the technique in other areas
of service. In 1990, the authors expanded the methodology by adding an indicator of
relative importance for each measurement [6]. Despite discussions about the applicabil-
ity in certain areas and the need to increase or decrease the number of dimensions and
criteria, the SERVQUAL technique keeps the leading positions. In the tourism sector,
this technique has been utilized since the nineties [7] and successfully applied till today.
In this methodology, Likert scale is used to determine the consumer expectations and
perceptions regarding the service quality. There are fuzzy modifications of the method
[8, 9] as well.

In all these approaches, the degree of the respondent’s confidence in their evaluations
is not considered. A person’s reasoning about their preferences is often vague, and it
is generally difficult to assess them with a crisp number. In addition, a consumer often
cannot be completely confident in their assessments and perceptions.

Z-numbers, proposed by L. Zadeh [10], allow us to describe a customer’s percep-
tion and expectation in a linguistic form and consider the degree of confidence in the
assessments. In our work, we studied the applicability of Z-numbers for evaluation
of the service quality in the tourism sector using the small and medium-sized four
hotels in Azerbaijan and five hotels in Turkey. An integrated approach to assessing
the quality of service based on Z-numbers is proposed. At the first stage, based on
the prepared Z-SERVQUAL questionnaire, the differences between the expected and
perceived quality of service in the hotel is determined, at the next stage, by using the Z-
Importance-Performance Analysis (Z-IPA), attributes or indicators of service that need
to be improved are determined.

2 Method

2.1 Hotel Service Quality Analysis Methodology

The utilization of the SERVQUALmethodology in the tourism sector iswidely described
in the scientific literature and, therefore, we shall not dwell on the one. It is necessary to
underline that Likert scale, widely used by researchers, has limited capacity for describ-
ing the customer’s subjective expectation and perceptions in a highly uncertain subject
area like the hotel industry.

A fuzzy approach better describes the uncertainties associated with a person’s sub-
jective perception and expectations. Linguistic assessments are more acceptable than
clear-cut ones. For evaluation, a term-set of linguistic meanings can be established that
consumers can use for expressing their opinions. Assessment of the service quality based
on linguistic values is preferable since most people cannot use accurate numerical esti-
mations for describing perceptions or expressing feelings. Examples of a fuzzy approach
to assessing the quality of service in hotels include such works as [11, 12].
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Despite the development of various techniques based on SERVQUAL [13, 14] the
basic dimensions remain. The number of items may vary, because some of the 22 items
of the basic methodology have a general interpretation, and it is necessary to use specific
subitems for their effective application in tourism.With the preservation of 5 basic dimen-
sions, in [15] a questionnaire consisting of 38 itemswas used. Themodifiedmethodology
for the hospitality industry HOLSERV [13], contains 5 new items in addition to the basic
ones.

Since the application of the SERVQUAL methodology is a time-consuming pro-
cess, after calculation of the differences between expectations and perceptions, it is also
advisable to define the next steps to improve the service quality. A proven toolkit for
determining a quality improvement strategy Importance-Performance Analysis (ISA)
is used in conjunction with SERVQUAL. After calculations of gaps, a place for each
item of the service in the space of possible future decisions is determined - in one of
the following quadrants - 1- “focus on this”; 2- “successful result”; 3- “low priority”; 4-
“possible revaluation” [15, 16]. An example of using the integrated approach with fuzzy
numbers is described in [17].

2.2 Importance of Z-Numbers for Service Quality Analysis

Working with subjective perceptions and expectations involves the use of such a for-
malism that could adequately reflect the evaluations provided by consumers. The simple
and widely used Likert scale allows a wider range of responses to be captured than a
simple binary response. However, when using this scale, onemay encounter inaccuracies
because its perception depends on the respondent [18]. Moreover, subjective perception
as well as the necessity of mental transformation of preferences into scores can lead to
distortion or change in preferences [4], forcing customers to make the score too high or
too low. Vague information is perceived by different consumers in different ways. And
if the assessment process takes place in a fuzzy environment, then the use of linguistic
values is preferable instead of the use numerical ones.

Traditional SERVQUAL and IPA methods based on crisp or fuzzy numbers do not
consider the degree of respondent’s confidence in the assessments. Moreover, the direct
utilization of the exact numbers or defuzzified values of the fuzzy numbers in the assess-
ment of the service quality leads to the paradox of operating with exact values obtained
from various sources of the non-numerical nature with different levels of confidence.

Until 2011, the researchers did not have tools for processing uncertain information
with varying degrees of reliability. The Z-numbers proposed in 2011 allow us to consider
the reliability of information or confidence in it when measuring the service quality. The
proposed two-component Z-numbers Z= (A, B) allow to evaluate the factors of service
and their relevance. Parts A and B, described by fuzzy numbers, are more adequate in
expressing people’s evaluations.Workingwith consumers is a key aspect of analyzing the
quality of the services provided. Consumers rarely express their assessments in precise
numbers, more often in the form of “very sure that is good” or “sure that is bad”. In
addition, the information they use is not 100% accurate. They can make an assessment
based on their own perception, the perception of their relatives and the opinions of other
people. Consumers also can be influenced in their assessments by advertising or other
one-time exposure.
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From this point of view, the utilization of the Z-numbers allows to adequately reflect
the opinion and assessments of consumers in the service quality measurement. By apply-
ing Z-numbers, it is possible to obtain the values of the estimated items of service and
the degree of confidence in these values. The developed computation methods with
Z-numbers [19] make it possible to process individual evaluations, obtain generalized
assessments, and rank them.

3 Results

We are considering the usage of Z-SERVQUAL and Z-IPA to estimate the service
quality and identify the improvement strategy based on an example of one of the
above-mentioned hotels. The suggested approach was realized as shown below.

Step 1. Z-SERVQUAL questionnaire has been compiled, where 21 items of the basic
SERVQUAL scale corresponded to 1–4 subitems. In the questionnaire (a total 38 ques-
tions related to 21 item), travelers rated their expectations and perceptions by using
Z-numbers. Expectations were evaluated by applying the terms Very bad, bad, average,
good, very good. For evaluation of the degree of confidence, the termsNot sure, not quite
sure, quite sure, very sure, extremely sure were used. In our case, 52 people took part in
the survey.

Step 2. After completing the survey, the results were summarized for each of the 38
questions. The aggregated Z-values of perception and expectation for each item are
calculated by averaging of all Z-evaluations of expectations and service perception.

Zaver = n1
N
Z1 + n2

N
Z2 + · · · + nm

N
Zm (1)

Here– nm – number of respondents whose evaluation is Zm.
N – total number of respondents, where N = ∑m

1 nm.
To calculate Zaver , the operations of the multiplication of Z-number and scalar, as

well as the addition of Z-numbers are used. The arithmetic mean had been used since the
opinion of each hotel guest was equally important. If more than 75% of Z-evaluations
of the perceptions (expectations) have the same value, then to reduce the calculations,
the value of this item can be generalized (aggregated). The 75% threshold can also be
changed based on the results obtained.

In our case, the parts of Z-numbers are expressed by triangular fuzzy numbers (TFN)
with values of the triangular membership functions (TMF) shown in Table 1.

For the 1st subitem’s expectation (“Thehotel hasmodernand comfortable furniture”)
of the 1st item (“Contemporary/new equipment”)−10 respondents gave a Z-evaluation
as (good, very sure), 29 respondents rated it as (good, quite sure), 13 rated it as (very
good, quite sure).

Then the Z-evaluation of the expectation for this is calculated as follows:

ZE1 = 10 · ((3 4 5)(0.75 1 1))/52+ 29 · ((3 4 5)(0.5 0.75 1))/52

+13 · ((4 5 5)(0.5 0.75 1))/52
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Table 1. Codebook of A and B parts

Variable A (level) A (TMF value) B (level) B (TMF value)

Expectation, Very bad 1/0, 1/1, 0/0 Not sure (NS) 1/0, 1/0.05, 0/0.25

gap, Bad 0/1, 1/2, 0/3 Not very sure (NVS) 0/0.05, 1/0.25, 0/0.5

Perception Average 0/2, 1/3, 0/4 Sure (S) 0/0.25, 1/0.5, 0/0.75

Good 0/3, 1/4, 0/5 Very sure (VS) 0/0.5, 1/0.75, 0/1

Very good 0/4, 1/5, 1/5 Extremely sure (ES) 0/0.75, 1/1, 1/1

ZE1 = (3.25 4.25 4.99) (0.4 0.67 0.86)

For the perception of the 1st subitem of the 1st item 80% of respondents gave a
Z-evaluation (good, very sure). So

ZP1 = (3 4 5) (0.5 0.75 1)

Similarly, for each subitem, the Z-evaluations of the expectation and perception of
the service were calculated.

Step 3. It is necessary to define a gap for each SERVQUAL item. If the SERVQUAL
item corresponds to several subitems, then, depending on the item, either the average
value (if the questions related to the indicator are of the same importance) or theweighted
average (if the questions have different importance) should be calculated. The signif-
icance of a question can be expressed either as a crisp number from 0 to 1, or as a
Z-number.

In our case, the 1st item “Contemporary/new equipment” corresponds to three
subitems: “Modern and comfortable furniture”, “Modern air conditioning and light-
ing systems”, “Conveniences for people with disabilities”. Let us assign the weight of
importance to each question. For clarity, we used normalized weights - crisp numbers in
the range from 0 to 1, giving a total of 1. For the 1st subitem, we set the weight indicator
to 0.2, for the 2nd - 0.4, and for the 3rd - 0.4. For the first SERVQUAL item, the Table 2
of the obtained Z-evaluations is as follows:

The gap is determined by the following formula:

Zgapj =
∑n

1
wi(Zpi − Zei) (2)

i = 1, m, where m – number of subitems in j-th SERVQUAL item
wi – weight of importance of i-th subitem within framework of j-th item
If item has only one subitem then formula (2) is

Zgapj = Zpi − Zei (3)

here, j = 1, 2, …, 21 (items of SERVQUAL);∑
wi·Zpi and

∑
wi·Zei - are Z-evaluations of expectation and perception for each

item correspondingly.
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Table 2. Subitems of 1st item, Z-evaluations, and importance weights (IW)

Item Subitem Expectation Perception IW

Z-value Confidence Z-value Confidence

1 1.1 3.25 4.25 4.99 0.4 0.67 0.86 3 4 5 0.5 0.75 1 0.2

1.2 3.1 4.1 4.8 0.18 0.4 0.67 3.12 4.16 4.98 0.41 0.7 0.86 0.4

1.3 2.84 3.88 4.66 0.03 0.18 0.41 3.19 4.82 4.98 0.39 0.67 0.88 0.4

here 1.1. - Modern and comfortable furniture; 1.2 - Modern air-conditioning system, lightening
1.3 - Conveniences for people with disabilities.

According to the formula (2)

Zgap1 = (−1.65 0.35 1.95) (0.01 0.08 0.29)

Then, in the sameway, we calculated the Z-evaluation of expectation and perception,
as well as the gap for each indicator. If Zei and Zpi have the same values, then the
difference between them is considered equal to zero, and we consider this in formulas
(2) and (3).

We can set the tolerance threshold for differences for fuzzy triangular numbers. For
example, if the values of the left or right side differ by 0.01, then such numbers can be
considered the same.

Further, according to the methodology proposed in [19–22], the ranking of Zexpec

and Zgap was carried out. As a result, we have the following Z-SERVQUAL Table 3:

Table 3. Ranked Z-SERVQUAL values of perceptions and expectations

N SERVQUAL items Z-Expectation Zexp rank Z-Perception Z-gaps Zgap rank

1 Contemporary/new
equipment

(3.03 4.04 4.78)
(0.01 0.11 0.34)

4 (3.12 4.39
4.98)
(0.16 0.49
0.78)

(−1.65
0.35
1.95)
(0.01
0.08
0.29)

8

2 Visually attractive
physical facilities

(1.6 2.7 3.8)
(0.12 0.21 0.5)

19 (1.75 2.75
3.75)
(0.18 0.44
0.75)

(−1.36
0.64
2.64)
(0.04
0.18
0.43)

6

3 Personnel is
elegantly dressed
and neat

(2.81 3.77 4.82)
(0.21 0.47 0.75)

3 (2.81 3.77
4.82)
(0.21 0.47
0.75)

No gap 10–17

(continued)
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Table 3. (continued)

N SERVQUAL items Z-Expectation Zexp rank Z-Perception Z-gaps Zgap rank

4 Facilities have been
keeping according
to the types of
services provided

(1.63 2.64 3.44)
(0.23 0.44 0.63)

18 (2.15 3.15
3.9)
(0.39 0.54
0.75)

(−1.29
0.51
2.27)
(0.14
0.3
0.55)

3

5 Hotel staff do
promised job on
pledged time

(2.19 3.19 4.19)
(0.44 0.7 0.88)

8 (2.19 3.19
4.19)
(0.44 0.7
0.88)

No gap 10–17

… … … … … …

17 Individual attention
for guests

(1.19 2.19 3.2)
(0.32 0.64 0.98)

17 (1.96 3.01
4.02)
(0.29 0.45
0.57)

(−1.24
0.82
2.83)
(0.19
0.39
0.57)

1

18 Personal attention
for you

(2.23 3.23 4.15)
(0.26 0.38 0.69)

10 (2.23 3.22
4.15)
(0.26 0.38
0.69)

No gap 10–17

19 Personnel foresee
your needs

(2.32 3.33 4.21)
(0.12 0.32 0.63)

11 (1.35 2.35
3.32)
(0.32 0.64
0.81)

(−2.86
−0.98
1)
(0.8
0.28
0.58)

21

20 Hotel is taking care
about your interest

(2.01 3.01 4.01)
(0.05 0.25 0.5)

15 (1.5 2.5 3.5)
(0.5 0.75 1)

(−2.51
−0.51
1.49)
(0.26
0.38
0.56)

18

21 Convenient
operating time

(2.01 3.01 4.02)
(0.17 0.5 0.73)

14 (2 3.01 4.02)
(0.17 0.5
0.73)

No gap 10–17
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Step 4. After the ranking, we conducted an Importance-Performance Analysis to mea-
sure the quality of service and determine those indicators of quality improvement that
the service provider should pay attention to. Usually, to construct quadrants, the average
of the expectation values and the gap values are determined [16, 17]. We are using the
median values from Zexp and Zgap.

Median values for Zgap can be interpreted as the Low Service Gap, and median
values for Zexp as the High Expectations. As a result, we get the following Z-IPA model
(Fig. 1):

Step 5. After building the Z-IPA model, we determined the problematic indicators of
the service quality that require the improvement as “Deliver service at pledged time”,
“Personnel is always ready to help guests”, “Personnel foresee your needs”, “Hotel is
taking care about your interest”.

Fig. 1. Z-IPA model

4 Conclusion

In our study, we investigated the applicability of Z-numbers for the estimation of the
service quality and the identification of the service improvement strategies in the tourism
sector.

Measurement of the service quality encounters uncertainties associated with subjec-
tive perception, subjective assessment, and the degree of confidence in assessment.

The paper illustrates the possibility of constructing Z-SERVQUAL tables and Z-IPA
models based on Z-numbers. Using Z-numbers, the respondent expresses his evaluations
and degrees of confidence in them in a natural language. In this case, there is no need
for intermediate mental transformations into crisp numbers. Recent achievements in Z-
number calculation techniques potentiate to process of verbal information that considers
both the value of the uncertain variable and the reliability of this value. The proposed
methodology allows to measure the service quality effectively and does not depend on
the number of items and dimensions.

The Z-numbers based approach is applicable not only to the hospitality sector, but
also to other fields of the tourism and service sector.
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Predicting Stock Prices Using Random Forest
and Logistic Regression Algorithms
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Abstract. One of the most widely used ways of investing globally is stock mar-
kets. Especially nowadays, since the price barrier for making a trade is relatively
low, earning capacity is promising, and accessing it is technically straightfor-
ward, the stock market has become a more attractive address for investment. The
emergence of numerous speculative movements in the markets causes these stock
markets to have exceptionally high ups and downs. Thus, developing swift and
effective ways of predicting stock market prices in the current world is critical.
As in many other industries, utilization of machine learning and deep learning
algorithms [1] have extensively been adopted for forecasting trends of different
financial tools, specifically for stock market prices.

In this study, data between 2015 and 2020 were used as the data set - opening
and closing prices, high and low prices, and also the volume of the stocks of the
Tesla company traded on the New York Stock Exchange (NYSE). In the light of
machine learning methods and deep learning algorithms, it is aimed to estimate
the closing prices of these stocks. Machine learning methods such as Random
Forest (RF) and Logistic Regression (LR) have been used to construct a prediction
model in this context. As a result of the investigation, it has been observed that
Logistic Regression generates more consistent estimates than Random Forest.
This conclusion is backed up by accuracy measurements, which determine how
models are performed, and also various metrics are displayed for models.

Keywords: Forecasting · Stock prices · Machine Learning (ML) · Supervised
learning · Random Forest (RF) · Logistic Regression (LR)

1 Introduction

Investors make educated guesses by analyzing data. They read the news, study company
history, industry trends, and many more data points to make estimations on stock price
changes. Based on the random walk theory [2], stock prices are random and unpre-
dictable. Burton Malkiel noted, “A blindfolded monkey throwing darts at a newspaper’s
financial pages could select a portfolio that would do just as well as one carefully
selected by experts” [3]. However, nowadays top companies such as UBS, JPMorgan
Chase, Goldman Sachs, Morgan Stanley, Citigroup are hiring highly qualified quantita-
tive analysts to build predictive models. Moreover, over 70% of all orders are now placed
by software (algorithms) today on Wall Street. Is it possible to forecast stock prices by
using machine learning?
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These days, the number of publicly traded companies and investors funding them
has tremendously increased. As different web services make financial markets more
reachable and also extremely successful and famous companies such as Tesla, PayPal,
Walmart, Apple, etc. go public, these trends result in enormous trading and turnover in
financial markets. As an example, the New York Stock Exchange (NYSE) handles more
than $50 billion worth of stock trades per day.

Thus, stocks and funds have become a very crucial and also at the same time myste-
rious topic for investors, researchers, and the scientific community. Thanks to the stock
exchange, those who can correctly assess their investments can gain tremendous profits,
while they can face the same big losses as a consequence of improper evaluations. Esti-
mation trials, that were previously made with the help of mathematical and statistical
models, provided better results, specifically with the improvement of IT technologies.
Currently, the usage of machine learning and deep learning algorithms has developed,
which possess the capability to generalize, can learn from samples, and are less inac-
curate than statistical methods. Random Forest and Logistic Regression are used in the
work.

1.1 Used Data and Descriptive Analysis

The data used in this study were obtained from Yahoo Finance website for Tesla com-
pany, the opening and closing, high and low daily prices, and daily volumes of stock
between 10.07.2015 and 10.07.2020 are included. Data points of 1260 days were used
for prediction. To have a better picture of the data set, we could review Fig. 1. Below:

Fig. 1. Visualization of the descriptive analysis of the given data set.
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1.2 Data Preprocessing

As the data obtained from Yahoo Finance website in comma-separated values (CSV)
format, check forN/Avalues and trends for different features are visualized.Mean values
with windows of two are calculated to fit into the models. And force indexes to illustrate
how strong the actual buying or selling pressure is, are also calculated with the help of
the Pandas Python library [4].

data["DifCl"] = data.Close.diff()
data["SMA2"] = data.Close.rolling(2).mean()
data["ForceIndex"] = data["Close"] * data["Volume"]
data["y"] = data["DifCl"].apply(lambda x: 1 if x > 0 

else 0).shift(-1)

data = data.drop(
["Open", "High", "Low", "Close", "Volume", "Diff", 

"Adj Close"],
axis=1,

).dropna()

As it might be visible from the aforementioned lines of code firstly, the difference
of close prices has been calculated and stored into DifCl column, then mean of the close
price with the size of two moving windows is computed and put into the SMA2 column,
force index has been calculated by multiplying volume and close price. Lastly, values
of “y” out of the DifCl column are fetched (as 0 and 1).

X = data.drop(["y"], axis=1).values
y = data["y"].values

After deleting N/A values and values that will not be used, the data frame is separated
into X and y arrays, containing values of SMA2, Force Index, and y which are going to
be used to train classification and regression models respectively.

2 General Overview of Methodology

The basic classifier proposed by me to solve this problem is the Logistic Regression
method. It is good to use it for classification problems. Logistic regression is similar to
linear regression in that it also requires finding coefficient values for input variables. The
difference is that the output value is converted using a non-linear or logistic function. The
logistic function looks like a large letter S and converts any value to a number between
0 and 1. As for comparison, I’m considering the classification model - Random Forest.

2.1 Random Forest

Random Forest is an ensemble of decision trees when each tree depends on a collection
of defined features. A decision tree is the classification model that sequentially breaks
objects into subsets based on the value of the features of the objects.
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The random forest classification method is based on the creation of a large number
of decision trees and the final classification of the object, based on the prediction of all
the created decision trees. Thus, a random forest averages the predictions of decision
trees. As a final prediction, the median of all predictions of the constructed decision
trees is usually taken. Comparing to other classification techniques like support vector
machines, neural networks, and discriminant analysis, RF performs very well [5]. We
can conclude that RF uses the bagging method for classification.

The qualitative splitting of the subsets is going by a particular criterion. One way
to get some information about the importance of features is to count the amount of
impurity (disorder) of the subset that removes the partition by this attribute. A measure
of uncertainty may be the Gini coefficient or entropy. And the splitting criterion used in
my case is the Gini impurity index, which is a measure of “node impurity”:

Gini =
∑y

y=1
py(1 − py) (1)

Where py, is the proportion of data points in a leaf node assigned to class “y”. As can
be seen, this measure is zero for py = 0 and py = 1 and have a maximum at py = 0.5.
This is a measure of how often a randomly chosen observation from the data set would
be incorrectly classified if it was randomly classified according to the distribution of
classes in the subset. Every split results in a decrease in Gini. A low Gini suggests that
a known predictor feature plays a greater role in partitioning the data into the defined
classes. There is a feature importance technique, which summing all decreases in the
forest of trees [6].

According to Liaw and Wiene [5], random forests perform very well compared
to other classifiers, like discriminant analysis, support vector machines, and neural
networks.

Decision trees of great depth are usually overfitted on training data, that is, they have
a small bias of their predictions relative to the correct predictions, but they also have a
very large variance of their predictions. So as stated before, the purpose of a random
forest is to reduce the variance of the prediction of individual decision trees.

Another important point is that when building the next decision tree and deciding
on the choice of a sign for separation sets of objects belonging to the next node, into
two subsets, a random subset of features is used. This approach allows twenty further
reduce the correlation between pairs of trees in the forest, as it reduces the number of
occurrences of very important traits that affect the total prediction to the tops of decisive
trees. RF persistently trying to strive and therefore robust to any kind of overfitting [6].

As stated earlier,RFuses decision trees as base learners and the formula for prediction
at the new point of RF looks like this:

f (x) =
∑K

k=1
I(hk(x) = y) (2)

Where, K = number of leaves of the tree, k = number of trees, I is the prediction
function of the response feature at x using the k-th tree. The random forest method refers
to nonlinear classification methods, which complicates the interpretation of the results
of this method.
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Also, interpretation of the model is important in the analysis of prediction errors
since it allows you to find signs whose change influenced the transition of the prediction
from right to wrong from object to object. Because the Random Forest model is often
considered as a black-box model with a lot of deep trees, sometimes it makes the process
of researching each tree not feasible. Moreover, even a single tree can lead to some
difficult interpretations only with a small depth and a small number of signs. Even a
decision tree with a depth of 10 may have thousands of nodes, which automatically
means the impossibility of any clear explanation and decision of this model.

2.2 Logistic Regression

For our research problem, the first classification method to use will be Logistic Regres-
sion. It is quite a popular method for binary classification problems. It is a linear model
for classification and allows predicting the probabilities of classes with the help of the
sigmoid function, called the logit curve as in Fig. 2. In the basic definition of logistic
regression, it is known that the values of the class feature are inside of {0, 1} and are
binary, although it is also possible to model non-binary class features [7].

Fig. 2. Logistic sigmoid function, Source: Wikipedia

Logistic regression algorithm implementing the estimation of the probability of
belonging to the positive class (1 instead of 0) as follows:

P(X ) = 1

1 + eβ0+β1X1+β2X2+···+βkXk
(3)

Where Y = 1 represented a given loan instance would be good, Xi is the feature
for i-th numerical data, i is the coefficients for i-th feature, and p is the number of
features. The dependent feature is modeled as a Bernoulli random feature cause of the
binary classification problem. For estimation of parameters or coefficients, themaximum
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likelihood estimation is used [8]. It maximizes the probability of observing a given data
set. We can define logistic regression as:

f (x) = P(Y ∗ (x) = Y ) (4)

Where to the object (x) a class with the highest probability is assigned, which is
calculated by the sigmoid function.

The advantages of logistic regression regard in its simplicity in implementation and
the ease of interpretation, as each coefficient describes the magnitude and direction each
feature has in determining the classification of each observation. Its simple nature meant
the model could be trained and tuned very efficiently [7].

One of the main advantages of the logistic regression classifier is that it is a non-
parametric method since no assumptions are made regarding the probability of feature
distribution. Among the disadvantages are the sensitivity to outliers, the presence of a
sufficiently large sample, and the necessity for data pre-processing. Because of the way
themodel is trained, logistic regression predictions can be used to display the probability
that a sample belongs to class 0 or 1. This is useful in cases where you need to have
more justification in the classification. The logistic regression model is fast to learn and
is well suited for binary classification tasks.

3 Results and Conclusion

3.1 Results

The results of the accuracy measurements calculated for the estimates of the models
are shown in Table 1. Metrics packages from scikit-learn are used to generate them.
Accuracymeasures are calculated and also asLogisticRegression is a regression problem
R squared metric is also included to compare given models.

Table 1. Accuracy metrics.

Measures Logistic regression Random forest

Accuracy score 0.463 0.457

Mean squared error 0.537 0.542

Mean absolute error 0.537 0.542

R squared −1.16 −1.18

Pang, Zhou, Wang, Lin, and Chang [1] proposed a long short-term deep neural net-
work (LSMN) with an embedded layer that vectorizes data to predict the stock market.
The experimental results show that the long short-term deep neural network with embed-
ded layer is the most advanced technology with an accuracy rate of 57.2% for Shanghai
A-stocks and 52.4% for individual stocks.
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4 Conclusion

Thiswork, it is tried to predict the price of Tesla company stockswith the help ofmachine
learning algorithms. Logistic Regression (LR) and Random Forest (RF) models were
established for this purpose. The analysis involves 5 years of daily stock prices and
volume data between 10.07.2015 and 10.07.2020.

The Logistic Regression (LR) model, which is a kind of linear classification method,
has been applied in many areas and it has been seen that successful results have been
obtained in prediction studies. The reasonwhy thismodel is preferred is that it gives easy,
fast, flexible, and consistent results. In this thesis, Random Forest (RF), which is used as
another model, has recently been successfully applied in classification, regression, and
time-series estimation applications.

The results show that theLRandRFmodels in predicting stock prices yielded slightly
diverse performance scores.

From a very abstract point of view, the answer to the question that will those models
be able to predict stock price correctly, at any given time, is no. However, they are
analytical tools that are helping us to make more educated guesses about the direction
of the market. It is better than doing it haphazardly.

In general, we can say that both the LR and the RF models are useful for predicting
stock prices in time series.
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Abstract. Researchers are currently working on the development of “Explain-
able Artificial Intelligence” or “Explainable Artificial Intelligence (XAI)”. Such
systems are designed to help the user understand the decisions made by the neural
network, which will increase confidence in such systems, will allow making more
effective decisions based on the results of the system operation. The first results
of applying this approach allowed developers and users to study the factors that
are used by the neural network to solve a specific problem and what parameters
of the neural network need to be changed to improve the accuracy of its work. In
addition, studying how neural networks extract, store, and transform knowledge
may be useful for the future development of machine learning methods. To over-
come this disadvantage of neural networks, it is proposed to consider methods for
extracting rules from neural networks, which can become a link between symbolic
and connectionistic models of knowledge representation in artificial intelligence.
In this paper, we propose a neuro-fuzzy approach to rule extraction using time
series forecasting and text recognition as examples.

Keywords: Artificial Intelligence · XAI · Explainable Artificial Intelligence ·
Rules extraction · Neural networks

1 Introduction

Recent advances in artificial intelligence make it an integral part of today’s realities,
whether it be recognizing emotions, images, or making strategic decisions. But the use
of traditional models of artificial neural networks is limited by the impossibility of
explaining the results obtained. For the solutions obtained with the help of artificial
neural networks to have legal force, they must be able to prove the correctness of the
solution obtained, to justify the decision chain. The development of methods for extract-
ing knowledge from artificial intelligence can be a step towards the development of
explainable artificial intelligence and expand the scope of its application [1].
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2 Decision Trees for Extracting Rules from a Neural Network

Artificial neural networks are models in the form of a “black box”, where we feed data to
the input of themodel and get the result at the output. But we do not have any information
about the structure of the model and how the decision is made and what criteria are used
in this case. Of course, the rules are implicitly contained in the weighting coefficients
of the neural network, but the structure of these coefficients is extremely complex, and
the number is enormous. Therefore, understanding them, obtaining with their help any
knowledge about the initial data set, explaining and justifying the solutions obtained
is not possible. The inability to substantiate the decision made, today, is considered a
key disadvantage of artificial neural networks, in almost any architecture, therefore, the
possibility of extracting decision rules from a trained neural network has long been of
interest to researchers in this area. Many approaches have been developed to extract
knowledge from network weights in a human-readable form. However, the vast majority
of them, such as the NeuroRule algorithm described in [2], impose very strict restrictions
on the network architecture, the type of threshold functions, the connectivity of neurons,
and the set of input and output values of the neural network.

Among all approaches to extracting rules from artificial neural networks, the
TREPAN algorithm developed in 1996 stands out [2], which builds a decision tree based
on a trained neural network. This approach is interesting, first of all, because it does not
impose absolutely any requirements on the architecture of the network, on the sets of
its input and output values, the number of inputs and outputs, the presence of recurrent
connections, the teaching method, etc. It is enough that the network is just a “black box”
or, in the terminology of the authors of the algorithm, an “oracle”, which is presented
with a certain input vector and the output is the answer. Moreover, the “oracle” can be
not only a neural network, but also an arbitrary classifier (since the generated decision
tree is a classification tree).

In this work, an algorithm based on the TREPAN algorithm is implemented. The
TREPAN algorithm itself was not taken in its pure form, for several reasons. First, it is
very difficult to find a clear description of it. Even the most complete descriptions found
in the literature, given in [2], is clearly insufficient to implement the algorithm. Second,
the algorithm uses the accuracy estimate at each node of the tree as a local criterion for
stopping learning, which is inapplicable in the attribution problem due to large amounts
of data and the computational complexity of the algorithm. And thirdly, the TREPAN
algorithm generates a tree that is slightly different in structure from classical decision
trees, and in this work, we wanted to get a structure similar to ordinary decision trees in
order to compare and unify the results and algorithms.

The maximum allowable depth of the generated tree is used as a global criterion for
the completion of the algorithm. The local stopping criterion is fulfilled when in a given
tree node there are examples belonging to only one class, or there are no more signs that
allow further separation, or the test for the consistency of this separation has not been
passed.

After reading the description of the algorithm, the question may arise: why, in fact,
use the “oracle”? After all, you can simply build a decision tree based on the existing
training sample, which already contains an exact indication of which class each example
belongs to. Moreover, such an “oracle” as a neural network, no matter how well trained
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it is, will still make mistakes. Here the point is in the generalizing ability of artificial
neural networks [2], which allows obtaining simpler decision trees. In addition, the use
of the “oracle” makes it possible to compensate for the lack of data observed when
constructing trees and decisions at the lower levels.

Thus, it is possible to extract structured knowledge not only from extremely
simplified neural networks.

2.1 Rule Extraction Algorithm

The joint use of artificial neural networks and decision trees can turn the “black box”
into a structure that is more understandable for a person by interpreting the result of
training a neural network in the form of a hierarchically sequential structure of “ifto”
rules. The task is to classify the input data set based on the perceptron and further analyze
the neural network to extract the classifying rules specific to each class.

Let us consider this problem using the example of an artificial neural network of
feedforward propagation with five input neurons and one output. The structure of the
network is shown in Fig. 1. This neural network can be interpreted by a finite number
of “IF-TO” rules [3] due to the finite number of possible input vectors.

The weights of the neural network take on the following values:

w1 = 5,w2 = 3,w3 = 3,w4 = 0,w5 = 3

The activation threshold is 9. In this case, the following set of rules is extracted from
the neural network.

Based on the obtained rules, the decision-making procedure consists in predicting
the value y = true if the activation of the output neuron = 1, and y = false when the
activation is 0.

Fig. 1. The structure of the network

If for the output neuron, instead of the threshold activation function, a sigmoidal one
is used, then the output value y will be true if the value activation function will exceed
the threshold. When solving the classification problem, it is possible to use separate
outputs for each classification class. In this case, the decision is made in favor of the
maximum activation function. Thus, the resulting rule should characterize a set of input
parameters for which an artificial neural network that has already passed the learning
process predicts a certain class at the output.
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One of the algorithms for extracting rules from neural networks trained to solve the
classification problem is the NeuroRule method. This algorithm is based on local rule
extraction and includes three main steps [4].

Stage 1. Training the neural network, when the two-layer perceptron is trained until
a sufficient classification accuracy is obtained. At the initial moment, a large num-
ber of intermediate neurons are selected, and after training, unnecessary neurons and
connections are discarded.

Stage 2. Thinning of the neural network. The trained neural network contains all
possible connections between input neurons and neurons of the hidden layer, as well as
between hidden and output neurons. The total number of these links is usually so large
that it is impossible to extract classification rules that are understandable by the user
from the analysis of their values. Thinning is the removal of redundant connections and
neurons, which does not lead to an increase in the classification error by the network.
The resulting network usually contains few neurons and connections between them, and
the functioning of such a network is amenable to research.

Stage 3. Extracting rules. At this stage, rules are extracted from the thinned neural
network in the form of “if - then”. For this, preparation for rule extraction is carried out,
which consists in coding continuous values, both at the input and within the network.
The coding of the attributes of the classified objects is carried out if they are continuous
values. To represent them, you can use binary neurons and the coding principle of the
“thermometer” type.

The values that the neurons of the hidden layer take are clustered and replaced with
values that determine the centers of the clusters. The number of such clusters is not
large. After such discretization of the activities of intermediate neurons, the accuracy
of the classification of objects by the network is checked. If it remains acceptable, then
preparation for rule extraction ends. Further, rules are extracted, while movement along
the network occurs from the classifying output neurons to the network inputs. It is
assumed that these rules are fairly straightforward to validate and can be easily applied
to large databases.

However, this algorithm sets rather strict restrictions on the neural network architec-
ture, the number of elements, connections, and the type of activation functions. So for
intermediate neurons, a hyperbolic tangent is used and their states change in the interval
[1], and for output neurons, the Fermi function is used with an interval of states [0,1].

The disadvantages of most rule extraction algorithms include the lack of universality
and scalability. In this regard, the most interesting is the TREPAN algorithm [5] and its
modifications, which are devoid of these drawbacks and do not impose any requirements
on the network architecture, input and output values, learning algorithm, etc. This app-
roach builds a decision tree based on the knowledge embedded in the trained neural
network, and it is enough that the network is a kind of “black box” or “Oracle”, to which
you can ask questions and receive answers from it. Moreover, the algorithm is quite
versatile and can be applied to a wide range of other trained classifiers. It also scales
well and is not sensitive to the dimension of the input feature space and the size of the
network.
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2.2 Application of Decision Trees to Extract Rules from Neural Networks Using
the Example of Attribution of Text

When conducting experiments, to assess the effectiveness of the described algorithms,
in the task of classifying literary works according to the individual author’s style, a
specially prepared set of frequency features was used. The selected features were the
number of paragraphs and the number of sentences in a fragment consisting of a certain
number of words (from 1 to 39, the 40th feature is the number of sentences more than 39
words long). The experiment involved data on 10 writers and text fragments 200, 300,
400, …, 1800 sentences long. Also, to estimate some parameters, a reduced set of data
for four writers (Dostoevsky F.M., Kuprin A.I., Belyaev A.R., Dovlatov S.) was used,
compiled on the basis of a fragment of 500 sentences long. To assess the effectiveness
was applied method “k-subsets”, for k = 10.

When conducting experiments with artificial neural networks, the data described
above for ten writers were used. A neural network, unlike decision trees, has a large
number of external parameters, such as the number of network layers, the number of
neurons in intermediate layers, the type of the threshold function, the learning rate, and
the number of learning iterations. Optimization of the listed parameters is beyond the
scope of this work and is a topic for a separate large study. In this work, we used empir-
ically selected parameters. It was decided to use an artificial neural network consisting
of two layers of neurons. The number of inputs to the first layer was determined by
the number of analyzed features (in our case, 41), the number of neurons in the first
layer was taken equal to 10, and the number of neurons in the second output layer was
equal to the number of writers. The encoding of the input and output values, as well as
the normalization of the data. When training the network, we used a backpropagation
algorithm with a decreasing step. The number of training iterations was taken to be 500.

Figure 2 shows a graph of the dependence of the efficiency of an artificial neural
network on the length of a text fragment. You can see that on the same data an artificial
neural network behaves somewhat differently than decision trees. First, the classification
accuracy is noticeably higher. So, when using a decision tree, the maximum achieved
efficiency was 59% with a fragment length of 1700 sentences. Whereas the neural net-
work showed the maximum prediction efficiency equal to 71% with a fragment length
of 1000 sentences. A similar picture is observed in relation to the minimum efficiency,
which in both cases is achieved with a fragment length of 200 sentences and is equal to
39% for a decision tree and 59% for a neural network. At the same time, a neural net-
work, in contrast to decision trees, has a significant decrease in efficiencywith increasing
fragment length. This may be due to the fact that with an increase in the length of the
fragment, the influence of data irrelevant to the individual author’s style increases, and
the effect of overfitting begins to manifest itself. The decision tree uses a special tool,
thinning, to avoid this effect, while the neural network does not have such a tool. A sharp
decline in efficiency is observed when the length of the fragment becomes less than 700
sentences or more than 1300 sentences.
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Fig. 2. A graph of the dependence of the efficiency of an artificial neural network

Decision trees were extracted from an artificial neural network, trained similarly to
the one described in the previous paragraph. At the same time, an additional parameter
of the algorithm appears as the minimum number of training examples used in each node
of the tree. The graph of the dependence of the prediction accuracy on the minimum
number of training examples is shown in Fig. 3.

Fig. 3. The graph of the dependence of the prediction accuracy

The graph shows that with an increase in the number of additional examples, there
is a noticeable increase in prediction accuracy, reaching an accuracy of 89% with 130
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additional examples. Such accuracy cannot be achieved on this dataset using classi-
cal decision trees. For comparison, the horizontal line on the graph indicates the level
corresponding to the accuracy of classical decision trees on the same dataset.

Figure 4 shows an illustration of how the extracted decision tree is able to reflect
the internal structure of the trained neural network [6]. For this example, the neural
network was trained in 10 steps, instead of 500. You can see that such a network is
able to distinguish only two of the four writers, the differences between which are the
strongest.

Fig. 4. An illustration of the extracted decision tree

3 Discussion

In this paper, we have presented a concise study of explainable artificial intelligence and
its applications. Studies show that it is precisely the impossibility of human interpretation
and substantiation of the results obtained on the basis of artificial neural networks [7]
that imposes serious restrictions on the use of this powerful tool. We have demonstrated
possible steps to extract knowledge from artificial neural networks based on decision



Explainable Artificial Intelligence: Rules Extraction from Neural Networks 109

trees and hybridization of neural networks with fuzzy logic. Including demonstrated
examples in which a similar technique of extracting rules from artificial neural networks
can be successfully applied. At the moment, we are actively working on the development
of methods for hybridization of deep learning networks and fuzzy logic, which in turn
can help make artificial intelligence more understandable for humans.
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Abstract. Evaporation is dominant component of the hydrological cycle and
it has vital impact on soil moisture, surface water resources and ground water
resources. So accurately evaporation modeling could be useful in management of
water resources. In this study the classic Artificial Neural Network (ANN) and its
novel version, Emotional ANN (EANN) were applied for modeling evaporation
in monthly scale in multiple stations with different climatological conditions. The
stations were selected from Iran, Iraq, Turkey and Libya. Mean temperature, rela-
tive humidity and solar radiation were applied as inputs of modeling via the ANN
and EANN. The obtained results of this study indicated that ANN and EANN
showed different performance in various type of climates. EANN could properly
be applied in modeling evaporation in semi-arid climates but ANN led to suit-
able performance in arid climates. In addition, results showed that EANN could
perform better in modeling non-linear processes due to concluding the emotional
units.

Keywords: Evaporation · Black box modeling · Artificial neural network ·
Emotional neural network

1 Introduction

Evaporation is one of main processes of the hydrologic cycle. Thermal energy and vapor
pressure gradient affect the evaporation and its monitoring from soils, surface water and
also its effect on groundwater is important issue in hydrology [1]. So accurately esti-
mating evaporation is so vital, especially in areas with rare water resources [2] because
it helps to manage and to develop the water resources.

Black box models, which attempt to model different processes independent of any
information about physics of the phenomenon, considered as appropriate tools for hydro-
logical modeling. Artificial Neural Networks (ANNs) are one of the black box models
frequently applied in evaporation modeling [3, 4].
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Despite wide application of ANN, one of its defeats is the ignorance of the biological
basis of processes. In thisway emotionalANN(EANN) is introduced, inwhichbiological
factors could be explained. The major superiority of EANN is due to its ability to model
through hormonal glands [5]. EANN is more similar to the human emotional process so
could led to better performance in training network. There are some studies used EANN
in hydrological modeling [6–8]. In this study the classic ANN and new versions of it
(EANN) were applied in modeling evaporation to assess the performance of different
models in different climates.

2 Methods and Materials

2.1 Case Study

In this study different stations from different countries with distinct climates were con-
sidered in modeling evaporation. Data from some stations of Iran, Iraq, turkey Libya
were used (see Fig. 1). The information about latitude, longitude, altitude and type of
climate of each region are tabulated in Table 1.

Fig. 1. Location of stations in this study.
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Table 1. Latitude, longitude, altitude and type of the climate of each station.

Country Station Latitude Longitude Altitude Climate

Turkey Adana 36°99′N 35°33′E 27 m Humid and semi-humid

Ankara 39°93′N 32°86′E 938 m Semi-arid steppe

Izmir 38°42′N 27°14′E 30 m Humid and semi-humid

Samsun 41°28′N 36°34′E 4 m Humid and semi-humid

Iraq Erbil 35°55′N 43°57′E 390 m Semi-arid and continental

Salahaddin 36°15′N 44°07′E 1084 m Semi-arid and continental

Iran Tabriz 38°8′N 46°15′E 1,351 m Semi-arid

Urmia 37°34′N 44°58′E 1,332 m Semi-arid

Libya Tripoli 32°88′N 13°19′E 10 m Dry arid

Sabha 27°03′N 14°42′E 128 m Dry arid

2.2 Methodology

ANNs consist of neurons and three layers, the first is input layer, second hidden layer
and the third one is output layer. The neurons are linked by weights and their number is
determined via trial and error process. ANNs are constructed in training process based
on relationships between inputs and target and weights are updated based on the error
between target and observed values. The output value of an ANN is calculated as [9]:

ŷk = f0

[∑P

j=1
Wkj × fh

(∑L

i=1
WjiXi + Wjo

)
+ Wko

]
(1)

where Wji and Wkj are weights corresponding to the hidden layer and the output layer;
Wjo and Wko are the bias for hidden neuron and output neuron and fh and f0 are the
activation functions of the hidden neuron and the output neuron, respectively. Xi, ŷk and
y are the input variable, output and actual values of data, respectively. L and P are the
number of input and hidden neurons, respectively. The associated weights are assigned
in training phase.

EANN is the new version of the ANNs and it consists of hormonal weights that
monitor the performance of the neurons according to inputs and outputs. The EANN
consists of four main learning blocks named thalamus, sensory cortex, amygdala and
orbitofrontal cortex (OFC). The Thalamus is affected via the input pattern. Thalamus
leads the input particularities directly to the amygdala and through sensory cortex to
the OFC. The final output is determined via the Amygdala and then the weights are
specified. In the EANN, the data is sent and received recurrently between input and
output components via the nodes, which produce the dynamical hormones of Ha, Hb
and Hc. y. The ith output of the EANN model with three hormones Hc,Hb and Hc is
given as [6]:
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,

, , , , , ,
1

2 3 4

(2)

where i, h, and j represent the neurons of the input, hidden and output layers and f ()
symbolizes an activation function. The artificial hormones are calculated as [6]:

Hh =
∑

i
Hi,h(h = a,b,c) (3)

In Eq. (2), term (1) is the applied weight to the activation function (f ()) of weight
of λi and

∑
h σi,hHh. Term (2) is the weight of the net function, term (3) is the weight of

the input of Xi,j from jth neuron of previous layer and term (4) is the bias of net function,
consists of αi and

∑
h χi,hHh.

3 Results and Discussion

In this study, solar radiation, mean temperature and relative humidity were the inputs of
modeling via the ANN and EANN, as these parameters are considered as most effective
variables in evaporation modeling. Modeling was in monthly scale. The data set was
split in two sets; 75% were considered as training and 25% as verification. The time
periods of used time series for different stations are tabulated in Table 2. The time series
are normalized in the range of−1 to 1, as active function of ANN and EANN is sensitive
to this range. For modeling via ANN in order to obtain optimum structure of network,
up to 12 hidden neurons and 300 epochs were checked in trial and error process. For
modeling via EANN up to 12 emotional hormones were tested.

In order to assess the modeling implementation metrics of Root Mean Square Error
(RMSE) and Determination of Coefficient (DC) were used. Lower values of RMSE
indicated lower error of modeling. Range of the DC is between (−∞,1]. The values of
DC, which are closer to 1 show higher adaptation of models output and observed values.
The evaluation metrics of modeling via the ANN and EANN are tabulated in Table 3.

As shown in Table 3, the values of DC were higher than 0.73 which presented the
proper implementation of modeling. As evaporation has a stable nature so both models
led to acceptable results. Investigation of the obtained results indicated that ANN and
EANN showed different performance in various regions with different climates. As
shown in Table 3, DC values for modeling via the EANN is higher than those for ANN
in Tabriz andUrmia stationswhich have semi-arid climate, but ANNoutperforms EANN
for modeling evaporation of Tripoli and Sabha stations with arid climate. Analysis of
modeling performance in Turkey stations showed thanEANN led to higherDCvalues for
Ankara station which has semi-arid climate. However, EANN led to lower DC in Izmir,
Adana Samsun stations with humid and semi humid climates. Therefore, results showed
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Table 2. Training and verification periods of each station in modeling.

Station Training periods Verification periods

Tabriz 1992–2011 2012–2018

Urmia 1992–2009 2010–2018

Ankara 1998–2009 2010–2016

Izmir 1987–2009 2010–2017

Adana 1995–2006 2007–2010

Samsun 1987–2009 2010–2017

Erbil 1987–2009 2010–2017

Salahaddin 1992–2006 2007–2011

Tripoli 1995–2006 2007–2010

Sabha 1995–2006 2007–2010

Table 3. Modeling evaluation metrics.

ANN EANN

Station RMSE
train

RMSE
verify

DC
Train

DC
verify

RMSE
train

RMSE
verify

DC
Train

DC
verify

Tabriz 0.19 0.18 0.92 0.85 0.05 0.05 0.96 0.94

Urmia 0.12 0.14 0.91 0.85 0.08 0.09 0.91 0.87

Ankara 0.10 0.14 0.88 0.84 0.09 0.08 0.89 0.86

Izmir 0.51 0.52 0.95 0.88 0.07 0.06 0.92 0.94

Adana 0.48 0.48 0.90 0.85 0.08 0.07 0.9 0.89

Samsun 0.09 0.18 0.86 0.85 0.10 0.11 0.74 0.73

Erbil 0.10 0.14 0.97 0.91 0.07 0.1 0.93 0.91

Salahaddin 0.12 0.28 0.86 0.81 0.15 0.19 0.84 0.78

Trpoli 0.13 0.23 0.83 0.80 0.09 0.12 0.82 0.81

Sabha 0.53 0.49 0.87 0.84 0.1 0.11 0.88 0.78

that EANN could lead to more accurate results for modeling in semi-arid stations. This
may be due to hormonal (emotional) parameters which handle the emotional conditions
(e.g., peak states) of the model by acting as dynamic weights. Moreover, it can be
concluded that the performance of models in stations with the same climatological
condition was similar.
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4 Conclusion

Black box models like artificial intelligence-based models are proper tools in modeling
hydrological process like evaporation. Therefore, in this study the performance of the
ANNandEANNwas assessed formodeling evaporation in different regionswith various
climates. Solar radiation, mean temperature and relative humidity were the inputs of
modeling. Results demonstrated that each ofmodelsmay have different implementations
according to the climate of the station. Comparison of the results showed that EANN
may lead to better performance in semi-arid regions but ANN showed more accurate
results in arid stations.
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2. Kişi, Ö.: Evolutionary neural networks for monthly pan evaporation modeling. J. Hydrol. 498,
36–45 (2013). https://doi.org/10.1016/j.jhydrol.2013.06.011

3. Guven, A., Kisi, O.: Monthly pan evaporation modeling using linear genetic programming. J.
Hydrol. 503, 178–185 (2013). https://doi.org/10.1016/j.jhydrol.2013.08.043

4. Terzi, Ö., Erol Keskin, M., Dilek Taylan, E.: Estimating evaporation using ANFIS. J. Irrig.
Drain. Eng. 132(5), 503–507 (2006). https://doi.org/10.1061/(ASCE)0733-9437(2006)132:
5(503)

5. Roshni, T., Jha, M.K., Drisya, J.: Neural network modeling for groundwater-level forecasting
in coastal aquifers. Neural Comput. Appl. 32(16), 12737–12754 (2020). https://doi.org/10.
1007/s00521-020-04722-z

6. Nourani, V.: An emotional ANN (EANN) approach to modeling rainfall-runoff process. J.
Hydrol. 544, 267–277 (2017). https://doi.org/10.1016/j.jhydrol.2016.11.033

7. Sharghi, E., Paknezhad, N.J., Najafi, H.: Assessing the effect of emotional unit of emotional
ANN (EANN) in estimation of the prediction intervals of suspended sediment load modeling.
Earth Sci. Inf. 14(1), 201–213 (2021). https://doi.org/10.1007/s12145-020-00567-1

8. Sharghi, E., Nourani, V., Najafi, H., Molajou, A.: Emotional ANN (EANN) andWavelet-ANN
(WANN) approaches for Markovian and seasonal based modeling of rainfall-runoff process.
Water Resour.Manage 32(10), 3441–3456 (2018). https://doi.org/10.1007/s11269-018-2000-y

9. Nourani, V., Alami, M.T., Vousoughi, F.D.: Wavelet-entropy data pre-processing approach for
ANN-based groundwater level modeling. J. Hydrol. 524, 255–269 (2015). https://doi.org/10.
1016/j.jhydrol.2015.02.048

http://arxiv.org/abs/1908.04267
https://doi.org/10.20944/preprints201907.0351.v1
https://doi.org/10.1016/j.jhydrol.2013.06.011
https://doi.org/10.1016/j.jhydrol.2013.08.043
https://doi.org/10.1061/(ASCE)0733-9437(2006)132:5(503)
https://doi.org/10.1007/s00521-020-04722-z
https://doi.org/10.1016/j.jhydrol.2016.11.033
https://doi.org/10.1007/s12145-020-00567-1
https://doi.org/10.1007/s11269-018-2000-y
https://doi.org/10.1016/j.jhydrol.2015.02.048


Malaria Detection Using Convolutional Neural
Network

Khaled Almezhghwi(B)

Electrical and Electronics Engineering, College of Electronics Technology, Tripoli, Libya

Abstract. Malaria detection and classification is still time and money costly.
Identification of malaria cells can be done through some costly techniques. Those
techniques are good, but they require time and high cost. Hence, there is a need
of discovering alternative techniques to identify blood cells, that saves both time
and reduce cost. In addition to time and cost, those new techniques should also be
accurate and effective. Thus, in this work, we propose a transfer learning based
GoogleNet approach for the classification of Malaria cells. The depth and incep-
tion of GoogleNet made it a very robust deep network that can classify accurately
if trained and fine-tuned on enough amount of data. Thus, in this study, 27558
of the 2 types of cells are used for fine-tuning and testing the pre-trained net-
work GoogleNet. Experimentally, the employed GoogleNet fine-tuned to classify
Malaria, showed a great capability in generalizing accurate and correct diagno-
sis of images that were not seen during training, in which it achieved a testing
accuracy of 95% with a relatively short time and small number of epochs.

Keywords: Malaria · Transfer learning · GoogleNet · Deep network ·
Classification

1 Introduction

Malaria is a possibly deadly parasitic disease of both human and creatures. Half of the
total populace is at risk of this dangerous irresistible disease. Intestinal sickness is of
extraordinary threat to pregnant lady and kids, particularly those under five [1]. As a
rule, Malaria infection could be analyzed by tiny examination of blood films. Hence, to
give a solid conclusion, important preparing and concentrated human asset are required.
Patients experiencing Malaria disease ought to be analyzed first and ought to be given a
compelling and reasonable treatment inside 24 h [2]. Shockingly, most infections happen
in rustic regions,where assets are a longway frombeing sufficient.Additionally, inability
to analyze on time may prompt off base medicines. This disturbing circumstance has
incited scientists to create telemedicine answers for quick and precise recognizable proof
of intestinal sickness infection. To give a thought of the red platelets engaged with this
examination, we demonstrate a few examples in Fig. 1.
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Fig. 1. Samples of parasitized and uninfected Malaria images.

Deep learning (DL) has been lately applied to medical field and it showed a great
efficiency and accuracy [3, 4]. Deep networks showed a great capability in image classi-
fication in particularly, when transfer learning is used to transfer the knowledge extracted
from one well-trained convolutional neural network (CNN) that is trained on millions of
images to train on another task such medical image classification. Those convolutional
neural networks (AlexNet, GoogleNet, VGG16, ResNet etc.) have been applied to many
medical applications [5] and it was found that those networks can perform accurately
without the need of large databases as they are already trained on millions of data which
provided them with the good features extraction power due to their trained convolu-
tional filters and feature maps [6]. In this thesis, a transfer learning based automatic
classification system that is applied for the Classification of Malaria Infected Cells is
presented. In order to achieve fully automated diagnosis without any manual feature
extraction, we chose deep convolutional neural network (CNN) as the classifier. CNN
can extract hierarchical representations of the input data. In this work, Inception network
[7] was used to learn the inherent features of malaria infected and non-infected cells.
Inception network is one of the best-known CNN architectures. In this work, we aim to
apply transfer learning using Inception network that will be trained on large number of
malaria images and evaluate their performances in classifying them into parasitic and
uninfected. The network will be trained on a dataset of 27558 images collected from the
Malaria Cell Images Dataset [7].

Infected and non-infected cells of malaria are being classified in this work. The pre-
trained model employed in this work is the GoogleNet [8] which is due to its efficacy in
images classification. The Network is fine-tuned on 2 malaria classes in order to learn
the different level features that can classify each type and ends up with a good accuracy
andminimum error. The images used in fine-tuning the pre-trainedmodel GoogleNet are
obtained fromapublic database inwhichmicroscopic images of the different classes cells
are available. Those microscopic images are then used to train and test the GoogleNet
and evaluate its performance in this medical classification task. Moreover, the network
performance is compared to similar and related research that used other networks and
methods in order to classify blood cells.
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2 Methodology

In this paper, transfer learning is applied to solve the problem of white blood cells
classification into 4 types. GoogleNet is fine-tuned in this work in order to add a new
classification task to its functions, as shown in Figs. 2 and 3. This network contains
3 classification layers named as Loss1, Loss2, and Loss3. Those are fully connected
layers, and they are retrained during fine-tuning of the network to its new classification
task which is Malaria cells classification.

Figure 2 shows the fine-tuning process of GoogleNet to be trained to classifyMalaria
cells. As seen in the figure, all layers are fixed except the last three layers which are
classification layers. Those three layers are retrained as they represent the fully connected
layer, which is a traditional feedforward neural network. Those three layers are retrained
using backpropagation learning algorithm in which error is reduced and weights are
updated until the network reaches a minimum square error with a high classification
rate.

Fig. 2. Fine-tuning of GoogleNet to classify Malaria cells.

Figure 2 shows a block diagram of the whole process of fine-tuning GoogleNet to
classify malaria into infected and uninfected images. As seen, images are first used for
fine-tuning the network, but first pre-trained weights and parameters should be frozen as
they are already well-trained using millions of images, which is the main aim of transfer
learning. As seen in the block diagram, network is first trained for its new task, which
is Malaria classification and then it is tested using new unseen images to measure its
capability of generalizing accurate diagnosis of new images. Figure 3 shows a sample
of the dataset images of the 2 different normal and Malaria blood cells.
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Fig. 3. Sample of dataset images of the two different Malaria cells

3 Experimental Results

The pre-trained model used in this research were trained and tested on a ratio of 60% of
the available data. The performance of the networks was then evaluated using a held-out
test set of the remaining 40% of the data. Note that images were all resized in order to fit
the GoogleNet input which requires input images to be of size 224*224 pixels. Note that
the publicly available weights of the network trained against the ILSVRC14 are used in
this transfer learning-based research. As we are using a pre-trained model, its final fully
connected layer Loss3 was removed, and a new layer was added, and it has 4 output
neurons corresponding to the 2 Malaria cells categories. Note that the weights of this
layer are initialized at random. On the other hand, the other layers are remained in the
network, but their weights were frozen to act as a feature extractor. For training, a batch
size of 200 images for each iteration is used via stochastic gradient descent. Also, the
learning rates for the fully connected Loss1, Loss2, and Loss3 layers were fixed at 0.001,
0.001, and 0.01, respectively during training. Consequently, this allows the network to
learn faster for the final fully connected layer. Moreover, the network is fine-tuned using
60% of the available data, and 100 epochs are set to train the network.
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Table 1. GoogleNet learning parameters

GoogleNet

Learning parameters Values

Training ratio 60%

Learning rates (Loss1, Loss2, Loss3) 0.001, 0.001, 0.01

Number of epochs 20

Training accuracy 97.5%

Training time 1.5 h

Achieved mean square error (MSE) 0.017

Table 1 shows the learning parameters of the GoogleNet model. It can be seen that
the network has achieved a training accuracy of 98.5% in approximately 40 min and
2 epochs.

Figure 4 shows the variations of accuracy in terms of epochs increase. It is seen that
the network’ accuracy was improving with the increase of epochs during training and
testing until a minimum square error and accuracies of 97.5% and 95% are achieved,
respectively. Once trained, GoogleNet was tested on 40% of the available data which
includes the 2 types of Malaria cells. Figure 4 shows the testing accuracy variations in
terms of epochs increasing. It can be seen that the network performed well in testing in
which it was capable of reaching an accuracy of 95%.

Fig. 4. Accuracy variations with the change of Epochs

Upon training, the employed pre-trained model is tested on 40% of the available
data. Table 2 shows the performances of the model during training and testing. As seen,
GoogleNet achieved 94% training accuracy; however, it was not capable of achieving
such accuracy during testing, where it scored a lower recognition rate of 95%. On the
other hand, this testing accuracy is also satisfactory as this classification task is tedious
since there is a similarity between allMalaria cells. Thismight havemade the network fall
into local minima. Moreover, GoogleNet required 20 epochs to achieve such accuracy,



Malaria Detection Using Convolutional Neural Network 121

which is relatively good to achieve such accuracy and a minimum square error of 0.017.
In contrast, to achieve this accuracy and to reach that small error the network required
a long training time of 1.5 h in order to converge and fine-tune. This time is obviously
due to the depth of network as it contains many hidden layers. Also, it is because of the
number of images which can be considered large number.

Figure 4 shows the learning curve of the fine-tuned GoogleNet. This figure shows
the accuracy variations with respect to the Epochs increasing during training and testing
of network. It can be seen network was trained well; however, the increase of depth of
GoogleNet makes it more difficult to train, i.e., it required longer time and more epochs
to reach the minimum square error (MSE) and converge. Furthermore, it is important to
mention that this difference in time and epochs number of GoogleNet ended up with a
low MSE and good accuracy.

Table 2. Performances of the model during training and testing

Number of epochs Error reached
(mse)

Training time Training accuracy Testing accuracy

2 0.017 40 min 98.5% 95%

Formore understanding of the network learning performance and to have insight into
the different level’s features learned by the employed models, we sought to visualize the
learned kernels or features in the convolutional layers.

Fig. 5. Learned filters of GoogleNet

Figure 5 shows the visualizations of extracted features of Malaria images by the
GoogleNet pre-trained model. It is seen that different levels of abstractions are extracted
at each layer which helps the network in learning the exact and appropriate features that
distinguish two different classes of infected and uninfected Malaria cells.
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4 Conclusion

A comparison of the developed networks employed in this work with some earlier works
is shown in Table 3. Firstly, it is seen that the employed pre-trained CNNs achieved high
recognition rates compared to other deep networks, which is obviously due to their
powerful efficiency in extracting the important features from input images.

Table 3. Results comparison

Classification objectives Classifier used Accuracy

Das et al. (2011) 2 types (Infected and
uninfected)

Backpropagation neural
network

8.78%

Das et al. (2013) 2 types (Infected and
uninfected)

Machine learning and Light
microscopic images

84%

Kaewkamnerd et al.
(2012)

2 types (Infected and
uninfected)

SVM
CNN based device

90%

Sorgedrager, (2012) 2 types (Infected and
uninfected)

CNN 92%

Our method 2 types (Infected and
uninfected)

GoogleNet 95%

Finally, we conclude that GoogleNet, a well-designed and very deep architecture
of sufficient complexity, was able to achieve significantly higher classification accuracy
when distinguishing between normal and abnormal Malaria cells images, as compared
to that of other methods such as CNN created from scratch, SVM, and decision tree.
Furthermore, GoogleNet network learned features visualization demonstrates that mid
and high-level features are learned effectively by the model.

Overall, it can be stated that the transfer of knowledge from a well-trained convo-
lutional network to learn a new task can work accurately with a small margin of error,
even when trained on a relatively small dataset. It is important to state that the depth of
GoogleNet network contributed to a better understanding of the input images by extract-
ing different levels of abstractions, which contributed to achieving higher recognition
rates; however, required a long training time due to its depth.
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Abstract. The research of technological operations of manufacturing modules
and their standard active components of the flexible manufacturing cell (FMC) for
annealing and machine processing of billets (AMPB) carried out a mathematical
analysis based on the use of N-oriented hypergraphs, their controlling actions
and executive functions. Taking into account the functional connections of the
active components in the layout diagram of the FMC, the data connections among
the active components, the incidence matrix is determined. In accordance with the
layout of technical units in a 2-dimensional reference frame, the general properties
of layout diagram of the FMC for AMPB were determined for a 3-dimensional
reference frame and a hyper-graph scheme was constructed.

Based on the unloading layout diagram for the conveyor of the annealing
furnace of aluminum slags and loading them onto the conveyor of the manufac-
turing module of grinding machines, a step-by-step selection of sensor types for
the servicing industrial robot is carried out, depending on its technological oper-
ations. An algorithm to select information and measurement components of ACS
for manufacturing modules of annealing and machine processing of billets with
the determination of their coordinate positions and planning of information flows
within the automated control of manufacturing modules of the FMC for AMPB
is proposed. The operating modes of the thermocouple are determined to pro-
vide flexibility in the manufacturing process of annealing billets, depending on its
geometric parameters and material.

Keywords: Automated control system · Information and measurement
components · Flexible manufacturing cell · Industrial robot · Sensor

1 Introduction

The research of the design stages of the automated control system (ACS) and its
information-measuring level of the FMC determined that the productivity and reliability
of its further functioning largely depends on the creation of information support, i.e., the
formation of database and knowledge in the design of ACS, the implementation of the
process of searching and selecting its information andmeasurement components of ACS
at the initial stages [1–3]. The analysis of the existingACS and its information-measuring
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level of the FMC for machine processing in various industry fields of developed coun-
tries [4–6] showed that the effectiveness of the functioning of such large enterprises
with hierarchical automated control levels largely depends on the correct selection of a
sufficient number of components of the FMC’s control system, evaluation of the pro-
ductivity of the manufacturing process, effective use of modern innovative control tools
with the further formation of an automated scheme of the FMC. The presence of a suffi-
ciently large number of converters and a complex structure of the sensor system in each
active component – industrial robots, manipulators, automatically transport systems,
technological equipment and others elements of the FMC as a whole, identified from a
comparative analysis of literary sources [7, 8], gives grounds to conclude that a number
of issues need to be considered in this direction:

1. Analysis of the research object, i.e. the FMC for AMPB for the manufacture of evap-
orators of refrigeration units and justification of the selection of its layout diagram
of the studied FMC.

2. Selection of information and measurement subsystems of the active components of
the FMC for AMPB with the determination of their exact coordinate positions and
planning of information flows within the automated control of its modules.

The purpose of the article is to select information and measurement components for
the ACS of the FMC for AMPB depending on its layout diagram and functional research
to ensure the efficiency of the control system design.

2 Process Flow Analysis of the Research Object

The investigation is concerned with the layout diagram of the FMC for AMPB with the
further placement of the billet annealing furnace (BAF) (1), an industrial robot (IR1) (2)
to service BAF and an automated conveyor (AC) (3), 2 grinding machines (GM1, GM2)
(4), two IR2 and IR3 (5), serving GM1 and GM2, respectively ((4) Fig. 1).

Technological operations in the FMC for AMPB are carried out in accordance
with the manufacturing requirements to a billet for evaporators. At the initial stage,
cut according to the standard size of evaporators for household refrigerators, steel billets
are annealed in BAF (1) at a temperature of 600–800 °C. Then IR1 (2), grabbing a metal
billet from the automatic conveyor BAF (1), turning 90°, sets it on AC (3). The clamped
billet on the AC (3) is moved to the IR2 position (4), where the positioned billet is caught
by means of the IR2 (4) gripper and loaded into the GM1 (5). On GM1 (5), the surface of
steel billets is ground by machine processing. The same way, the catching and grinding
of the next billet is carried out in another manufacturing module of the FMC for AMPB.

3 Modeling the Layout Diagram of FMC for AMPB for Accurately
Positioning of its Information-Measuring Elements

To formalize the problem and form the mathematical modeling constraint systems for
the layout diagram of FMC for AMPB, we will use a generalized structure of the math-
ematical model based on the use of N-oriented hypergraphs with restrictions on the
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Fig. 1. Layout diagram of the FMC for AMPB

properties of vertices and edges [9, 10]:

G(P,U ,UL) (1)

where P = {pi |i = 1,N0} – the set of vertices of the hypergraph; pi – the i vertex; U =
{Um(P′

m)|m = 1,M} is the set of hyper-edges of the hypergraph; um(P′
m) is them edge

of the hypergraph; P′
m is the set of vertices incident to them edgeP

′
m ⊆ P; P’

m = {pV k},
∀k ∈ Km, Km ⊆ 1, I , V - the vertex number in the edge of an oriented hypergraph has
the form of a vector,V = {Vn |n = 1,N }. The vertex number in the edge reflects a certain
property of the vertex with specific values. UL = {u|

l =< pn1; pn2 >l |l = 1,Nl}- a set
of edges defining a system of connections between objects of an oriented subgraph

Gi

(
PL,UL

)
, (2)

where PL ⊂ P − is a subset of connected vertices; Nl is the number of connections;
< pn1; pn2 > is a pair of vertices incident to the l edge. The incidence matrix of a
subgraph is written as L = {lp1,p2}, where

lp1,p2 =
⎧⎨
⎩
0 if the vertex p1 has no relation to edge p2,
−1 if the vertex p1 is the beginning of edge p2,
1 if the vertex p1 is the end of edge p2.

(3)

In the graphical representation, an N-oriented hypergraph is constructed taking into
account the functional connections of the studied FMC for AMPB (Fig. 2). Taking into
account the functional connections of the active components of the studiedmanufacturing
process, shown in Fig. 2, and the expression (3), we write the incidencematrix as follows
[11]:
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LNi = p1 p2 p3 p41 p42 p51 p52

0 1 0 0 0 0 0 p1

−1 0 0 0 0 0 0 p2

0 −1 0 1 1 0 0 p3

0 0 −1 0 0 1 0 p41

0 0 −1 0 0 0 1 p42

0 0 0 −1 0 0 0 p51

0 0 0 0 −1 0 0 p52

where p1 is the vertex of the hypergraph corresponding to the position of BAF (1);
p2 – the vertex of the hypergraph corresponding to the position of IR1 (2); p3 – the
vertex of the hypergraph corresponding to the position of AC (3); p41 – the vertex
of the hypergraph corresponding to the position of IR2 (4) of the first manufacturing
module; p42 – the vertex of the hypergraph corresponding to the position of IR3 (4) of the
second manufacturing module; p51 – the vertex of the hypergraph corresponding to the
position of GM1 (5) of the first manufacturingmodule; p52 – the vertex of the hypergraph
corresponding to the position of GM2 (5) of the second manufacturing module.

Fig. 2. 3-Dimensional representation of the FMC for AMPB together with the vertices and hyper-
edges of the hypergraph

Let’s consider S = {sj|j = 1, J} - the set of all possible properties of vertices and
edges, SPi = {sj|j ∈ J1i ⊂ 1, J}⊂ S - the set of properties of the i vertex, SUm = {sj|j
∈ J2m ⊂ 1, J}⊂ S - the set of properties of the m edge. Thus, the set of numbers of
each vertex V = {vn|n = 1,N} is replaced by a set of properties SPi, i = 1, I likewise,
each edge um(P1m) is aligned with a set of properties SUm, m = 1,M . The edges of the
subgraph Gl(PL, UL), as well as the edges of the hypergraph G(P,U, UL), correspond to
the set of properties SUL

l = {sj |j ∈ J3l ⊂ 1, J}⊂ S, l = 1,Nl.
In accordance with Fig. 1, we will determine the general properties of the layout of

the FMC for AMPB for a 3-dimensional reference frame (Fig. 2) in a 2-dimensional
reference frame. In this case, the initial coordinates and geometric dimensions of the
manufacturing module, AC, IR and GM and the parameters of their location are set.
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Permissible layout dimensions of the FMC for AMPB: the permissible area of the
entire FMC forAMPB is determined based on the initial coordinates, the dimensions of 3
manufacturingmodules. Thus, the permissible area of the FMC for AMPB is determined
by the following formula:

SFMC =
n∑

j=1

kfj

fj

n∑
i=1

(Si + �bj), i = 1, n = 3 (4)

where kfj is the coefficient taking into account the working area to service BAF, AC,
GM1 and GM2. For BAF kf1 ≈ 4,5 ÷ 5,0; for AC kf2 ≈ 3,5 ÷ 4,5; for GM1 and GM2
kf1 ≈ 3,0 ÷ 4,0; Si – areas of manufacturing modules (i = 1, 3); Δbj – safety zones of
the manufacturing modules.

Standard shapes and sizes of FMC for AMPB products: depending on the specifics
of the manufacturing process of the FMC for AMPB, a square-shaped steel billet is
required for annealing and grinding on the production line with dimensions a × a × h,
where h = min (5 mm), a = 300 ÷ 500 mm and a flat shape.

Thus, the analysis of the technological process of the FMC for AMPB with the
justification of the selection of active components in the manufacturing modules and the
general layout diagram of the manufacturing cell allows us to implement the process of
selecting control components and automating the entire production line of the studied
FMC.

4 Selection of Information-Measuring Elements of the FMC

Based on the analysis carried out on the selection of active components and the layout
diagram of the studied FMC for AMPB, we will consider the problem of selecting
information and measurement components for each active components of the FMC for
AMPB to form an automated control system for the entire technological process. The
flexibility of this cell is provided by automatically changing the standard sizes of billets,
the temperature regime of the furnace [12] and the dimensions of themachine processing
of grinding machines using the SCADA-based cable-free ACS technology.

The process of selecting the information - measuring subsystem components starts
with a step-by-step technological study of manufacturing modules and their active com-
ponents. At the first stage, the manufacturing module, where the billets are annealed for
further machine processing on grinding machines, is the target of research.

The operational environment characterized by physical properties Fs_i, geometric
parameters Gp_i and parameters of handling objects Om_i has a significant impact on
the selection of one or another type of information and measurement component of the
ACS of the FMC for AMPB, as well as on the reliability of data transfer channels, power
consumption and constructive implementation of standard components [13].

The selection of sensors for controlling actions on the standard active components
of the FMC for AMPB, depending on the initial parameters of the operational envi-
ronment, Ivc_i, the initial geometric dimensions (the layout of the standard components
of the studied FMC (based on the machine processing of billets) with information and
measurement components (sensors) of ACS (Fig. 1)), Iho_i, the initial parameters of the



Selection of Information - Measuring Components on the Basis 129

handling object (technical data of the manufactured product according to the manufac-
turing modules of the FMC for AMPB), Iho_I , if the following conditions have been
fulfilled [14]:

– normative data of the external environment of the production area: the atmospheric
temperature ta ≈ 18 ÷ 28 °C; the temperature of the surface, ts ≈ 12 ÷ 29 °C;

– relative humidity ϕ = (Pn/Ps) *100%, where Pn is the airborne vapor pressure;
– Ps is the pressure of saturated vapor depending on temperature and air pressure
(kg/m3) – ϕ ≈ 15 ÷ 75%;

– the air velocity – min (0,1), max (0,5) (v, m/s);
– the thermal exposure intensity (J, W/m2):

short−wavelength − Jsw ≈ 0, 76 ÷ 1, 5 μR; long−wavelength 1, 5 ≤ JlwμR.

To select the temperature sensor (thermocouple) accurately, it is necessary to take
into account the layout data of the billet annealing furnace for the billets in the shape
of a hollow parallelepiped, the dimensions of which are from 300 × 300 × 5 to 500 ×
500 × 5 (mm), and made of aluminum. The annealing temperature for billets reaches
600–800 °C. It is required to determine the furnace heating mode from 600 to 700 °C
to ensure flexibility in this manufacturing process, depending on the parameters of the
billet from 300 × 300 × 5 to 500 × 500 × 5 (mm). Consequently, the linguistic terms
for these parameters will appear as follows:

Dimensions of Billets:

Db_1 - the size of the billet is minimum (300 × 300 × 5 (mm));
Db_2 - the size of the billet is medium (400 × 400 × 5 (mm));
Db_3 - the size of the billet is maximum (500 × 500 × 5 (mm)).

Annealing Temperature of Billets:

Tann_1 - the annealing temperature is lowest (600, 615, 630 (°C));
Tann_2 - the annealing temperature is medium (620, 655, 670 (°C));
Tann_3 - the annealing temperature is high (655, 675, 700 (°C));
Tann_4 - the annealing temperature is highest (720, 760, 800 (°C)).

Let’s determine the operating conditions of the temperature sensor (furnace bottom
thermocouple-TI/GL/07-A/B) in the annealing furnace for billets with a size from 300×
300 × 5 (mm) to 500 × 500 × 5 (mm):

Rule 1. If the billet size is minimum, then the annealing temperature is lowest;
Rule 2. If the billet size is medium, then the annealing temperature is high;
Rule 3. If the billet size is maximum, then the annealing temperature is highest;
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The control component (the furnace bottom thermocouple-TI/GL/07-A/B) cannot
process this controversial information directly, so the logical derivation process outcome
from the rules abovemust be converted into clear numerical values. In this regard, a clear
number to be determined (the annealing temperature of the billets in the furnace and the
standard sizes of the billets) should provide a representation of the information contained
in the controversial set. A centroid in the form of a “center” of the modes of controversial
temperature indicators in the annealing furnace cavity is used to obtain a clear result.
To find the central indicator among the controversial temperature data for each standard
size of the billet, the following expression is used [15]:

for minimum standard sizes of billet vmin =

n∑
i=1

tann_iamin

mamin
(5)

for medium standard sizes of billets vmed =

n∑
i=1

tann_iamed

mamed
(6)

for maximum standard sizes of billets vmed =

n∑
i=1

tann_iamed

mamed
(7)

where v – clear manipulation output (abscissa value of the “gravity center” of the tem-
perature range in the annealing furnace (°C)); tann_i, where i = 1, n = 4 the value of
controversial temperature data set for the operationmode of the annealing furnace’s ther-
mocouple depending on the sizes of billets (amin, amed, a max); m = 1, 3 is the number
of controversial parameters at each temperature scenario tann_i of the annealing furnace.

Based on (5), (6), (7), the abscissa values of the “gravity center” of the temperature
ranges are determined.

5 Conclusion

1. For the technological analysis of the studied FMC for AMPB, the problem is for-
malized and the mathematical modeling constraint systems for its layout diagram
based on the use of N-oriented hypergraphs are formed.

2. An algorithm has been developed to select information – measuring components of
the annealingmanufacturingmodule and an industrial robot, depending on the layout
of the active components of the FMC for AMPB by means of the fuzzy linguistic
terms of providing them of control regimes.

3. It is defined the abscissa values of the “gravity center” of the temperature ranges.
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Minimizing Handover Process and Wireless
Propagation Lose by Using Multilayer

Perception Neural Network

Jamal Fathi(B)

Near East University, North Nicosia, Turkish Republic of Northern Cyprus, Turkey

Abstract. The widely spread of using smart phone as a device to download and
upload important documents in daily use, so that most users are complaining of the
disconnection process even for very a short time in seconds. This disconnection
yields to the loss of all processes in download or upload and then start from
the beginning. In this paper incrementing an Artificial Neural Network (ANN) in
order to have an appropriate point inside the building for each floor is arranged, and
modified so that there will be almost zero disconnection process and minimum
handover to obtain continuous connection. Moreover, this paper is arranged to
maintain stability in IP addresses in the buildings at Near East University (NEU)
in the Northern part of Cyprus (TRNC). Finally, we obtained accurate results of
our proposed model as a solution of minimizing the handover and disconnection
processes inside the buildings.

Keywords: Wireless Local Area Network · Routers · Artificial Neural
Network · Handover · Download and upload

1 Introduction

In this paper, the handover problem inside the buildings and the disconnection process
is involved and studied using a combination of the Artificial Neural Network for both
stabilizing any IP addresses to be stable and decreasing the handover process in order to
minimize the disconnection problems in each floor in the building. So that in each floor
a detailed study is done and assigned the accurate places for the routers to be fixed in
order to minimize the disconnection problems. Then applied to the ANN to stabilize the
IP addresses and minimize the handover process.

A conventional plan as in [1] to be a threshing of Wireless Local Area Network
(WLAN) finding base stations. In any case, cell phone clients might need to utilize it as
indoor or open air, thatmakes solidwalker dead retribution troublesomeor unimaginable.

The used equation in [1, 2, 3, 4, 5, and 9] to describe the log-space and the sent sign
to appraise the Radio inclusion is:

Y = 24.5 + 33.8log(d) + 4.0Kfloor−16.6Swin−9.8GG/1−0.25Aelv (1)

Where, d is the distance among transmitter and collector, Kfloor is the quantity of
floors.
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Abu Hasna [1], investigated the example of spread catastrophe inside and outside
the plans utilizing frequencies ran between 900–1800 MHz as much as, applied straight
supposition channel to the got signal. Zyad et al. [2], surveyed initiative troubles in
multi cases as inside and outside the buildings to allocate the strength in the signal, then
improved the quality of the transmitted signal. Fathi, [3], gave an idea to change the spots
of the base stations to secure huger level and all the more consistent flexible signs. Fathi
et al. [4], arranged a report discussing the misfortune inside lifts of the NEU structures.
In addition, contrasted every single existing framework, and demonstrated a framework
that can be substantial for discussing the main point in lifts inside the structures. Fathi
et al. [5], organized and augmented an ANN to anticipate the progressions in the IP
addresses as a significant highlight keep a steady IP transmission in the multi-floors
working with lift. At last, demonstrated the precision of our model as an ideal answer
for remote cause lose inside the lifts of structures. Obeidat et al. [6], arranged a path
of misfortune forecast system so that contrasted it where indoor expectation systems
by the utilization of reproduction information and ongoing estimations. Perez et al. [7],
reviewed a system used in the indoor correspondence with 1.8 GHz, the model used in
the model as a subjective variable is managed. Majed et al. [8], cultivated an estimation
to exhibit the exactness of the expected structure for distant consideration. Zyad et al.
[9], improved another numerical framework to limit the handover time delay. As much
as, processed the point of the accessible base stations mulling over the distance between
the base stations. Jadhav et al. [10], arranged an association of NN to get generally
2% to the blend of PDR and GPS analyzed structure to get a phase length assumption
arrangement. Zreikat et al. [11], arranged a product program to deal with the handover
interaction. Besides, broad examinationswere done to contrast the got results and the pre-
arranged programming. The outcomes got by the product demonstrated the exactness
of the proposed programming. Bakinde et al. [12], improved nother way adversity a
dependent system that is the Adaptive Neuro Fuzzy Interference System (ANFIS) is
included and several transmitters so that to be considerable for VHF gatherings. Bose
et al. [13], used Friis and Okumura models to set out an expected game plan of UHF.
The delayed consequences of the used structure are differentiated and different systems
and got another structure sensible for the city.

This paper is partitioned into four sections: Introduction, proposed system, conclu-
sion of the proposed system, and then the references.

2 Proposed Model

As shown in Fig. 1, the received signal from the base station tower by the outdoor
Antenna to be connected to YATE UCN in order to be able to connect YATE-BTS over
GTP and SIP, then applying ANN to stabilize fixed IP address, then to indoor Omni
Ceiling Antenna. Finally, to mobile signal booster.
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Where inside the building to be:
YATE UCN
Indoor Omni Ceiling Antenna

Outdoor antenna

Mobile Booster

Mobile Station

Fig. 1. Proposed model.

2.1 ANN Prediction Process

Out of disposal of using ANN byMatlab.R2013a, looking ahead to the all-roundmoving
customers as a special case so that they have no exact position and the need to send
connection request to more than one IP address as the case of stable position. The use
of the ANN in this situation is to maintain same IP address as fixed and no need to
be switched to another IP address in order to prevent the disconnection process while
moving object.

2.1.1 Used Algorithm

1. Stabilized to have a goal coordinated to have fixed IP address,
2. Inputs are taken from the nearest mobile,
3. Target is consigned as d, y as addresses, and n tends to data,

Ej(n) = dj(n) − yi(n) (2)

4. Adjustment interaction for the loads by

ε(n) = 0.5
∑

e2j (n) (3)

5. Process of acclimation to recognize the progressions in loads as

�wij(n) = −η

(
∂ε(n)

∂vj(n)

)
yi(n) (4)

where ï displays rate, yi as passed case.
6. Arrangement interaction finished by

− (∂ε(n))(
∂vj(n)

) =
′
ϕ
(
vj(n)

) ∑(
− (∂ε(n))

∂vk(n)

)
wkj(n) (5)
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Table 1. ANN outcome

Used items Value

Input 9

Output 1

Iterations 13

Time 00.00.06

Performance 18.8 3.26e + 04

Gradient 0.213 4.05e + 04

Mu 0.00100

In the above calculation, dealing with the dependability of the IP tends to commu-
nicated through the passage in each floor of the structure that incorporates lifts with no
detachments. The ANN preparing results are arranged in Table 1.

As indicated by the acquired outcomes appeared in Table 1 versus cases, so Error
equivalents to Target less Outputs, with the goal that precision of the framework came
to 19.7214 at epoch 7 as shown in Fig. 2 and Fig. 3.
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Fig. 2. Best outcome [MATLAB 2013b]

Utilizing the got results by the ANN to overview the way where episode utilizing
the proposed condition, this outcome a precise evaluation guide of the sign strength
inside multiwall structures. As for 2D and 3D LOS framework, which is utilized as
an intensifier for the sign inside a multi-divider’ structures for both transmitter and
recipient. The proposed condition is a blend of all past standard models [1, 2, 3, 4, 5].
This model is genuine for anymulti-dividers by the use of picture arranging progressions
to see the dividers inside the development. Utilizing Hough-Transform (HT) to see the
multi-dividers in the development which demonstrated in Fig. 4.
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The wave advancement case in the suggested structure is considered and all poten-
tial cases are thought about. As much as, the occasion of adding extra splitters to the
base stations, which was another response for address the union region for the flexible
customers to do their alluded to works in download measure. In this paper, the course
toward investigating the specific space of the best way to deal with be presented and
pointed so getting most perceptible idea with no lose in the sign. Inside the open base
stations, the most sensible one is picked by its basic sign strength, typical weight and
ordinary handover time.

The gathered information from the closest base station and used to perceive the
specific area is arranged in Table 2.

Table 2. Obtained results

Signal strength Distances Handover time Iteration

−5.484353e + 01 2159.2668 1.184947e − 06 93.0000

−5.342145e + 01 490.3838 4.147175e + 00 93.0000

−5.192663e + 01 2943.7105 1.219050e − 06 136.0000

−4.990614e + 01 1348.8897 1.187930e − 06 136.0000

−4.749562e + 01 928.5197 1.193734e − 06 149.0000

−4.389168e + 01 3328.9528 1.182256e − 06 152.0000

−3.795956e + 01 5206.0784 1.255120e − 06 151.0000

Regarding picked base station, the typical sign strength versus load are as exhibited
in Fig. 5.
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Using the actually alluded data to track down the specific circumstance of the path
as Tx, to keep the strength of the sign and the stability of the IP address. Presenting by
straight-lines, picking any floor, and two brilliant lights of the picked floor. Additionally,
picking circumstance of the way, and applying Eq. (1). The outcome by ANN as a stable
IP address and determining the most probably location of the Router as a transmitter
inside the building is showed up in Fig. 6.

Fig. 6. Accurate location of the Tx inside the building [MATLAB 2013b]

3 Conclusion

In this paper, to take out the way misfortune spread in structures with lifts, and staying
away from disengagement issues which prompts misfortune in the communicated infor-
mation bundles is examined. Also, the utilization of the ANN in this framework enjoys
the greatest benefit in the dependability of the IP addresses. As to proposed numerical
model and the multi-divider working with lift, the exact situation of the passageway so
that steady sign with least handover issues and wiping out in the way misfortune engen-
dering is accomplished. These got results showed the impact of adding passageways
inside structures to keep up steadiness in the sent sign, so that download cycle will be
with ceaseless transmission and lower handover with a decline in the way misfortune
proliferation.
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Abstract. One of the directions of energy saving at an industrial enterprise is
to increase the efficiency of electricity distribution in its power supply system.
It provides for the solution of a number of technical problems, including the
development of an automatic control system that provides rational management
of reactive power in the power supply system. In this work, synchronous motors
and batteries of static capacitors are used as reactive power regulators in the node
of the electrical network of the power supply system. With an increase in the
consumption of reactive power by the load, most of it is gradually compensated
by static capacitors, and a smaller part is compensated by synchronous motors
operating in the over excitation mode. Considering that in real conditions in the
load node of the enterprise’s power supply system, the load change is random, this
may limit the operation of current regulators and compensating devices. In this
paper, we propose the structure of a fuzzy reactive power regulator synthesized
by a model based on fuzzy logic. A scheme and a fuzzy algorithm for regulating
the reactive power have been developed. When studying the operation of the
fuzzy controller for controlling reactive power compensation in the load node of
the power supply system based on the Mamdani algorithm, it was found that the
fuzzy algorithm better supports the specified value and direction of reactive power
at the point where the load is connected to the buses of the electric network.

Keywords: Power supply systems · Fuzzy logic · Reactive power · Induction
furnace

1 Introduction

The workload of the power supply systems of industrial enterprises and substations with
full capacity, especially its reactive component, leads to electricity losses. Reactive power
(RP) compensation is an important component of increasing the efficiency of electricity
use at an industrial enterprse [1–3]. To solve the problem of optimal RP compensation,
it is necessary to consistently solve a number of problems that should be formulated
when developing its target integrated energy saving program [4, 5]. The initial material
for their concretization is the results of the energy survey of the enterprise.

In general, these tasks include: analysis of the power supply system of the enterprise
(PSSE); analysis of the modes of consumption of active and reactive power of the
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enterprise as a whole and for the nodes of the electrical loads of the PSSE; assessment
of the reserve of reactive power on the high and low side; study of the effect of changes
in loads in the PSSE on the magnitude and direction of RP flows; studies of the effect of
voltage changes in the nodes of the PSSE loads on RP flows; determination of the value
of additional RP to ensure optimal compensation and its distribution among the nodes
of electric loads in the PSSE.

2 The Power Supply System of the Enterprise Analysis
and the Problem Definition

The final stage is the creation of an automatic control system (ACS) of the RP in the
PSSE. For its comprehensive implementation at the initial stage, it is necessary to provide
the first level of the RP ACS, namely, in the load nodes of the PSSE. At a voltage above
1000V (6, 10 kV), the following types of electric power receivers are usually included:
asynchronousmotors (AM) and synchronousmotors (SM) and power transformers (PT),
which supply various electrical installations with a voltage of up to 1000 V. This is
mainly a mixed active-inductive load-motors, transformers, induction furnaces, lighting
devices. Also it has a significant share of nonlinear load, which includes semiconductor
converters, welding installations, arc furnaces. Static capacitors (SC) are also connected
to compensate for RP, since the reserve of the reactive power of the SM is not enough.
Considering that in real conditions in the load node of the enterprise’s power supply
system, the load change is random, this may limit the operation of current regulators and
compensating devices. In this paper, we propose the structure of a fuzzy reactive power
regulator synthesized by a model based on fuzzy logic.

The structure of the fuzzy controller. The reactive power in the PSSE is determined
from the expression:

Qy = QH − QCK ± QCD,

where QH - the reactive power consumed by the load, while excluding SD; Qck - the
reactive power generated by static capacitors (C1 ÷ CN ) in the UES SEP; QCD is the
reactive power at the connection point of synchronous motors in the UES SEP. In this
case, synchronous motors operate in under excitation, over excitation modes and at sos
ϕ = 0.

The scheme implementing this control algorithm is shown in Fig. 1, where the
following designations are adopted: 1 - an electrical network node (ENN); 2 - a reactive
power sensor (RPS); 3 - a load (H); 4-a reactive power sensor; 5 - a controlled capacitor
bank; 6 - a synchronous motor; 7 - a static exciter; 8 - a static exciter control unit; 9
- a fuzzy controller. The fuzzy controller includes: a fuzzier 10 designed to transform
clear signals into fuzzy sets; a table of linguistic rules (TLR) 11, i.e. a set of fuzzy rules
describing the relationship between the input and output parameters of the controller;
defuzzifier 12, where the resulting fuzzy value after defuzzification in the form of a clear
control action enters the input of the control unit with a multi-stage contactless key; 13.
The outputs of sensors 2 and 4 are connected to the adder 14, the output of which is
connected to the first input of the fuzzy controller. The second output of the reactive
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power sensor 2 is connected to the second input of the fuzzy controller and to the block
15 of the load derivative of the reactive power, the output of which is connected to the
third input of the fuzzy controller.

The scheme works as follows:
Loads 3 are powered from buses 1, which consume reactive power. Depending on the

value of the reactive power measured by the sensor 2, and the value of the calculator of
the derivative of the reactive power of the load (dQN/dt) of the block 15, one or another
section of the capacitor bank 5 is switched on. Since the capacitor bank is regulated in a
stepwise manner, it cannot accurately compensate for the reactive power consumed by
loads 3. The difference between the reactive power of the load and the power generated
by the capacitor bank is determined by the adder 14, which is compensated by the
synchronous motor 6 by changing the excitation current of the synchronous motor.

Fig. 1. The scheme of automatic control of reactive power in the load node of the power supply
system

Thus, themain part of the reactive power of the load 3 is compensated by the capacitor
bank 5 and only a small part of it is compensated by the synchronous motor. The fuzzy
controller, depending on the value of the calculator of the derivative of the reactive power
of the load (dQN/dt) of block 15, determines the speed and direction of the reactive power
at the beginning of its change. At the same time, the total operating time with a deviation
of the reactive power from the permissible value for a fuzzy controller is less than for a
traditional one. The system itself turns out to be of higher quality and energy losses are
reduced.
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3 The Algorithm of Functioning of the Fuzzy Controller

To control the reactive power compensation in the load node of the power supply system,
the Mamdani algorithm was chosen [6–8]. The construction of an intelligent control
system for reactive power compensation in the load node of the enterprise’s power
supply system is carried out in the following sequence:

1) determination of the inputs and outputs of the reactive power compensation control
system;

2) setting the membership function for each of the input and output variables;
3) development of linguistic rules;
4) selection and implementation of the fuzzy inference algorithm;
5) analysis of the control process of reactive power compensation in the load node of

the power supply system.

The general logical output is performed according to the scheme shown in Fig. 2.

Fuzziness Logical 
conclusion Composition

Bringing to clarity

Fig. 2. The scheme of logical output

The membership functions used in this article were mainly of four types: triangular,
trapezoidal, S - and Z-shaped. The parameters and formulas of theMembership function
are shown in Table 1.

When the controller was operating according to the Mamdani algorithm, in order to
maintain the deviation of the reactive power within the normalized limits, the input of the
fuzzy controller was fed: the calculated value of the reactive power, the derivative of the
reactive power dQ/dt and the difference of the reactive powers removed from the load
and from the static capacitors (ΔQ). From the output of the controller, control actions
were removed for switching the switched capacitance either with an increase or with a
decrease in the total value, as well as a control signal proportional to the corresponding
value of the excitation current of the SM. The RP SM regulation is smooth.
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Table 1. Parameters and formulas of the membership function

The membership functions Parameters Formulas

S-shaped a, b μ(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x < a
x−a
b−a , a < x < b

1, b < x

Z-shaped b, c μ(x) =

⎧
⎪⎪⎨

⎪⎪⎩

1, x < b
c−x
c−b , b < x < c

0, c < x

Triangular a, b, c μ(x) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, x < a
x−a
b−x , a < x < b
c−x
c−b , b < x < c

0, c < x

Trapezoidal a, b1, b2, c μ(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, x < a
x−a
b1−a , a < x < b1

1, b1 < x < b2
c−x
c−b2

, b2 < x < c

0, c < x

All the input values coming from the reactive power sensors are accurate values, since
they are taken from real measuring devices that give accurate values of the measured
parameters. Further, in the fuzzy controller itself, these values are already converted to
fuzzy values. After the implementation of the fuzzy inference algorithm, the resulting
output variables are again converted to the exact (normal) form. The following linguistic
variables were used for the operation of the fuzzy controller:

1. The input of the fuzzy controller (input variables) receives:

– Reactive power (Q) at the place where the load is connected to the buses of the
electrical network; - The dynamics of changes in the reactive power (the derivative
of the reactive power dQ/dt), the residual reactive power (ΔQ) compensated by
the SM. The fuzzy values, membership functions, and parameters of the input
linguistic variables are shown in Table 2.

2. The values of the following linguistic variables (output variables) were removed
from the controller output:
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Table 2. Fuzzy values, membership functions and input linguistic variables.

Variable values The membership functions Parameters

Reactive power

Very small Z-shaped (0 0,4)

Small Triangular (0.01 0.045 0.9)

Average Triangular (0.46 0.905 1.36)

Big Triangular (0.91 1.35 1.8)

Very big S-shaped (1.4 1.76)

Dynamics

Very negative Z-shaped (−0.8 −0.5)

Negative Triangular (−1 −0.5 0)

Zero Triangular (−0,5 0 0.5)

Positive Triangular (0 0.5 1)

Very positive S-shaped (0.5 0.8)

Residual reactive power

Negative Z-shaped (−0.8 −0.5)

Zero Triangular (−0,5 0 0.5)

Positive S-shaped (0.5 0.8)

– Direction –Direction. Control actions for switching the switched capacity either
with an increase or with a decrease in the total value. In the absence of the
corresponding command, the capacity value did not change.

– Arousal - Excitation. Control actions, proportional to the corresponding value of
the excitation current of the SM. The fuzzy values, membership functions, and
parameters of the output linguistic variables are shown in Table 3.

In the process of work, various options for the operation of the controller were tested.
According to the above variables, 32 fuzzy inference ruleswere compiled for this system.

4 The Results of Computer Modeling

Modeling of operating modes in the PSSE load node taking into account the fuzzy
regulation of the reactive power consumed, is performed on the example of the induction
furnace (IF)-2.5/1000 of industrial frequency, with a nominal capacity of 2.5 t, a nominal
voltage of 6 kV, a nominal voltage of the contour circuit of 495V and with a melting and
overheating rate of 0.33 t/h. The total power of the induction furnace is 990kVA, and the
power of the transformer of the industrial frequency induction furnace regulated under
load is 1000kVA. The heating and melting time is 35 min [9].

The computational experiments were carried out in the Matlab environment using
the Fuzzy Loqic Toolbox software package [10, 11].
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Table 3. Fuzzy values, FP, and parameters of output linguistic variables.

Variable values The membership functions Parameters

Direction

Up Trapezoidal (0.5 0.75 1.25 1.5)

Down Trapezoidal (-1.5-1.25-0.75-0.5)

Stop Trapezoidal (-0.5-0.25 0.25 0.5)

Excitation

Very low Z- shaped (0.69 0.75)

Low Trapezoidal (0.85 0.9 0.95 1)

High Trapezoidal (1.01 1.05 1.1 1.15)

Very high S- shaped (1.051 1.101)

Figure 3 shows a graph of changes in reactive power at the load, as well as curves
corresponding to the usual (traditional “clear”) regulation of reactive power (blue curve)
and fuzzy regulation (red curve). When using fuzzy (fuzzy) and classic, clear (crisp)
regulators, it is clear that when the reactive power goes beyond the dead zone (200
kvar), the regulators are triggered. The fuzzy controller, depending on the value of the
computer of the derivative of the reactive power of the load (dQN/dt), determines the
speed and direction of the reactive power at the beginning of its change. Thanks to this,
the fuzzy controller responds to changes in reactive power faster. At the same time, the
total operating time with a deviation of the reactive power from the permissible value
for a fuzzy controller is less than for a traditional one. During operation, the regulator
“adjusts” depending on the current position of the sections of the capacitor bank.

Fig. 3. Curves of changes in reactive power before and after control
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It can be argued that devices based on fuzzy logic are more preferable for regulating
the reactive power in the load node of the power supply system than devices based on
conventional logic. The regulation itself turns out to be of higher quality and energy
losses are reduced.

5 Conclusions

1. A scheme and a fuzzy algorithm for regulating the reactive power in the load node
of the power supply system based on fuzzy logic have been developed.

2. When studying the operation of the fuzzy controller for controlling the reactive
power compensation of an electric network node based on the Mamdani algorithm,
it was found that the fuzzy algorithm better supports the specified value and direction
of the reactive power at the point of connecting the load to the buses of the electric
network.

3. A fuzzy controller responds faster to changes in reactive power. At the same time,
the total operating time with a deviation of the reactive power from the 4permissible
value for a fuzzy controller is less than for a classic one.

4. The regulation itself turns out to be of higher quality and energy losses are reduced.
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Abstract. The accuracy of the wireless channel characterization is an important
issue. There are several models applied in the planning of wireless communica-
tion systems. However, all statistical models rely on the local characteristics of
the environments. This research article introduces a combination of a fuzzy model
namedNeuro-fuzzy (NF) to extract the randomnoise andmodelwith a generalized
probability function. The introduced model identifies and extracts the unknown
noise in the signal. The NF system has a non-linear structure for noise prediction
before the sampling process. This paper takes into consideration an Electrocar-
diogram signal generated by a wireless medical sensor. The setting parameters
(Membership Function, training epochs) are processed using the available data.
The second contribution in this research paper is that the probability function is
generalized to be free of sensor location and distance. The model is validated with
simulated experimental results and compared with most applicable probability
distributions such as Rayleigh, Nakagami, Weibull, Normal, lognormal. The per-
formance analysis of theNF aided generalized probability produced the best values
in all respects. The newly introduced model produced the best matching criteria
using Kozmogorov theorem analysis. The results verify to use of the introduced
model for better representation of the wireless channel characteristics.

Keywords: Wireless channel · Probability distribution function · Channel
characteristics · Wireless sensors · Fuzzy model

1 Introduction

An accurate representation of the signal noise is very significant in the design procedure
of the communication systems [1]. The signal strength estimation at the receiver relies
upon the channel characteristic between the transmitter and the receiver. The equipment
involved in the wireless network usually demands to have a signal level above the pre-set
threshold value [2]. This reason amongst many indicates the need for an accurate rep-
resentation of the signal. The wearable wireless medical sensors in applications require
knowing the source location. The survey paper [3] summarizes and lists the type of
probability distribution needed at different locations.

The sensors in the application usually require pre-knowledge of the type and its
location before any analysis. The Electrocardiogram (ECG) recorded data from sensors
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R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 148–155, 2022.
https://doi.org/10.1007/978-3-030-92127-9_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_23&domain=pdf
http://orcid.org/0000-0003-1615-6766
http://orcid.org/0000-0003-3469-9457
https://doi.org/10.1007/978-3-030-92127-9_23


Fuzzy Aided Generalized Probability Distribution Function 149

usually includes noise that is very difficult to remove by any hardware system [4]. Such
noise may mislead the medical staff on the ECG interpretation. The problem is that a
linear filter cannot clean the non-linear ECG signal effectively [5].

The problem of filtering is solved by introducing a fuzzy aided nonlinear adaptive
filtering technique. We will initially use this method to predict noise and introduce
a generalized probability distribution function to represent the signal noise without the
need to identify the location of the sensor. The fuzzy logic helps to formulate themapping
from a given input to an output. The aim is to discover the membership value. There are
two well-known types namely the Mamdani and Sugeno type [6]. This work adopts the
Sugeno method for the reason that the output is a representation of the weighted average
method and does not need an additional method of defuzzification [7]. The contribution
of the fuzzy terminates after the extraction process of the signal noise. The extracted
data follows the next stage to determine the parameters of the generalized probability
distribution function.

The main challenge is to model the noise level in transmission due to atmospheric
variations, reflection, and refractions [8]. Such noise cannot be strictly formulated and
require statistical distribution analysis [9]. Studies on such analysis highlight to use
of probability distribution functions (PDF) such as the Weibull, lognormal, Gaussian
(normal), Rayleigh, and Nakagami-m for such applications [10]. The research in this
field remains to be interested and further analysis is needed [11]. The typical medical
network system is given in Fig. 1.

Fig. 1. Wireless medical sensors in the network.

The performance of the newly introduced model compared with the widely used
classical distributions such as Normal, Weibull, Nakagami, lognormal, and Rayleigh.
The measure of the performance was based on the Kolmogorov theorem [12].
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2 Method

This paper uses Anfis based adaptive filter processing to identify noise in the signal
and generate a probability density function for the randomly varying noise. The block
diagram of the complete process is shown in Fig. 2.

Fig. 2. System block diagram

The variables s(t) denotes the signal, n(t) noise, and p(t) probability density function.
There are twomain parts under this section. The first section explains the fuzzy logic

and the second section describes the application of the generalized probability function
to the wireless medical sensors.

2.1 ANFIS Based Adaptive Filter

The primary signal s(t) is the one received at the receiver device and needs filtration.
The second input n(t) is the reference input where it receives noise from internal and
external sources. In this work, the filter is the ANFIS system itself. The ANFIS filter
works as an adaptive filter because it can adjust and fix its impulse response according
to the noise. It does not require prior knowledge about the noise and its characteristics.

ANFIS aims to identify the best features of fuzzy and neural networks. This analysis
has the advantage of reducing the optimization research space. The gradient descent
algorithm allows fine-tuning on the parameters that define the membership functions
(MF) and ANFIS. The overall learning process includes both the least-squares method
and the gradient descent algorithm. The learning and adoption process in ANFIS uses
the Sugeno model. The ANFIS construction is based on two fuzzy if-then rules using
the Sugeno model constructed as:

Rule 1:
If x is A1 and y is B1 then

f1 = p1x + q1y + r1 (1)

Rule 2:
If x is A2 and y is B2 then

f2 = p2x + q2y + r2 (2)
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The layers in the architecture can be defined as:

Layer 1:
The node is an adaptable type and can be defined as;

L1j = μAi(x)i = 1, 2 (3)

The variable x denotes the input to the ith node, Ai is the adaptable node having a
membership function of μAi(x). This membership function can be taken as;

μAi(x) = 1

1 +
[(

x−fi
di

)2]ei (4)

Equation (4) is the standard bell membership function (MF) which gives the best
result compare with the other membership functions. The variables {di, ei, fi} are the
previous values.

Layer2:
This layer holds fixed nodes only. The function of the fixed node is to solve the
instantaneous weights of w1 and w2. The inputs are multiplied at layer 2 as:

L2i = wi = μAi(x)XμBi(y), i = 1, 2 (5)

Layer 3:
The nodes in this layer are constants. The outputs of the nodes are determined as:

L3i = wl = wi∑
wi

, i = 1, 2 (6)

Layer 4:
This layer includes the adaptable nodes. The outputs of the nodes are determined as:

L4i = wifi = wi(pix + qiy + ri), i = 1, 2 (7)

The variable values of p, q, and r are determined by the least-squares method.

Layer 5:
This layer sums all incoming data and the output is:

L5i =
∑2

i=1
wlfi =

∑
wifi∑
wi

(8)

The constructed fuzzy model has 5 layers as shown in Fig. 3. The next stage is to
adopt these two rules in the ANFIS architecture as shown in Fig. 3.
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Fig. 3. Artificial intelligence and fuzzy structure.

The circular nodes represent the fixed nodes and the rectangular shapes represent
the adaptive nodes.

2.2 Generalized Probability Density Function

The generalized probability function aims to efficiently represent randomly varying
noise without the need to identify the location for the wireless sensor. The vital point is
to disclose the uncertainty in both qualitative and quantitative ways. The model for such
representation is important since human life is a concern. The introduced method uses
exponential bases that capture the main issues in a mathematical model.

Let X represent a generalized exponentially distributed random variable such that X
~ GE (α, β, q). The probability density function (pdf) can be defined as:

f (x;α, β, q) = 1

�(q + 1)
(2αx + β)(αx2 + βx)q.e−(

αx2+βx
)

(9)

where x > 0, α, β ≥ 0, Re(q) > −1.
Equation (9) is an exponential-based generalized probability density function. The

introduction of the parameters enables Eq. (9) to process broad-based signals. The vari-
ables should satisfy the condition such thatα, β≥ 0, Re (q)>−1. The accurate derivation
of the variables provides a closed representation of the probability distribution. The val-
ues of α, β ≥ 0 can be derived from the data using probability expectation, and Re (q)
> −1 can be determined using the Kolmogorov-Smirnov theorem.

The random variable X exponentially distributed as X ∼ GE(α, β, q) has some
special cases that help to cover most classical distributions as:

1. If X ∼ GE
(

1
2α2 , 0,− 1

2

)
, the random variable X follows a half-normal distribution

2. If X ∼ GE
(
0, 1

β
, 0

)
, the random variable X follows an exponential distribution.

3. If X ∼ GE
(

1
2α2 , 0, 0

)
, the random variable X follows the Rayleigh distribution.

4. If X ∼ GE
( 1

α
, 0, q

2 − 1
)
, the random variable X follows a generalized gamma

distribution.
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5. If X ∼ GE
(
α2, 0, 0

)
, the random variable X follows the Weibull distribution.

The values for α, β ≥ 0,Re(q) > −1 in Eq. (9) can be derived using the maximum
likelihood estimation method. The derived values of α, β, and q are substituted in
Eq. (9) to represent the probability density function of random data X.

The goodness fit of the α, β, and q values can be tested using the Kolmogorov–
Smirnov test.

3 Results

The recorded data includes the original signal with noise. The noise removal stage pro-
cessed using a fuzzy algorithm as described in the methodology section. The generalized
probability density function used the separated noise data to identify the matching prob-
ability density function. This helps to identify the channel characteristics in wireless
transmission. The histogram of the noise signal is plotted in Fig. 4.

Fig. 4. Histogram for the wireless channel losses

The histogram normally helps to identify the type of probability distribution func-
tion to apply for the processing. There are several distributions (Rayleigh, Nakagami,
Lognormal, Normal, Weibull) suitable for such application but they all need further
examination to identify before the application. This paper tests the newly introduced
generalized probability density function against the classical models. The randomly
noisy signal tested and the results are plotted in Fig. 5.
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Fig. 5. Cumulative distribution plots for the wireless channel

The parametric values are determined as;
α = 2.3198, β = 1.7930, and q = 0.087. The scientific validity of the generated

function was carried out with the Kolmogorov-Smirnov test and produced results as;
Lognormal: 0.1627,Weibull: 0.0870, Nakagami: 0.1275, Normal: 0.0295, Rayleigh:

0.1159, New method: 0.0295. The new function produces the lowest value in the fit.
Therefore, using the Kolmogorov-Smirnov test we can state that it is the best fitting to
the recorded data.

4 Conclusion

This work is based on the generalized probability distribution of biomedical sensors in
communication. The research introduces a generalized function to overcome the problem
of the multi-distribution function requirement. The introduced function tested with the
real data and produced successful results. This reduces the computational cost as well as
overcoming the problem of prior knowledge of the source. The location and characteris-
tics of different sensors in application demonstrated not to be a major concern using the
generalized function. The generalized probability distribution function was tested, com-
pared with classical distribution methods, and verified using the Kolmogorov–Smirnov
test. The newly introduced function gives the best representation amongst the classical
methods. Based on the achievements it can be stated that the generalized probability
distribution function can be applied for such applications.
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Abstract. It is not easy for studentswhohave just entered the university to adapt to
the new education and living environment. In this process, social-economic, edu-
cational, and personal factors have a great impact on the academic achievements
of first-year students. In this study, the aim is to determine the factors affecting
the academic success of university freshmen and to predict the academic success
of students by using decision tree and fuzzy logic methods together, considering
the most important factors. Students’ achievement was predicted by the deci-
sion tree method considering the students’ university entrance scores, satisfaction
with the educational environment, accommodation, attendance to the course, and
preference of the department as input of the prediction model. Fuzzy inference
rules were created based on the decision tree obtained from implementation of the
J48 method, which provides a better understanding of the dependence between
students’ academic achievement and impact factors.

Keywords: Academic achievement · Decision tree · Predictive model · Fuzzy
inference

1 Introduction

Prediction of academic performance of students is potentially important for educational
institutions to assist the students in improving their academic performance, and deliver
high quality education. Developing an accurate student’s performance prediction model
is challenging task [1]. This issue is of particular importance for first-year students. Thus,
it is not easy for students who have just entered the university to adapt the new educa-
tion and living environment. In this process, many factors can have a great influence on
the academic success of freshmen. These factors can be social-economic, educational,
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and personal factors. It is very important to examine the influence of these factors on
students to ensure that students are successful in their university life. Some studies have
been conducted on the examination of various factors that affect the academic achieve-
ment of university students, especially first-year students. In the study [2] the authors
explore the four factors that affect students’ academic performance. These factors are
students’ communication skills, learning facilities, proper guidance, and family stress.
Some researchers focus on university entrance exam scores as an important factor affect-
ing academic success [3]. The study [4] is a prospective investigation of the academic,
psychosocial, cognitive, and demographic predictors of academic performance of first
year Australian university students. Previous academic performance was identified as
the most significant predictor of university performance. Integration into university,
self-efficacy, and employment responsibilities were also predictive of university grades.
Identifying the factors that influence academic performance can improve the targeting of
interventions and support services for students at risk of academic problems. The study
[5] examines potential psychosocial predictors of freshman academic achievement and
retention. College students were assessed on various dimensions, (i.e., demographics,
prior academic record, smoking, drinking, health-related quality of life, social support)
during the first week of their freshman, and at the beginning of the next academic year.
It is thought that students’ satisfaction with the department significantly affects their
academic success [6, 7]. In the [8] GPAs of the students were taken as the basic param-
eter in the prediction model. [3, 9] use the factor of dropping out of university as the
input parameter of the prediction model. The influence of accommodation on the aca-
demic performance of university students was investigated in [10]. In the study [11] the
relationship between students’ attendance and academic achievements was investigated.

2 Research Problem

The aim of this study is to investigate the dependence between social, economic, and
educational factors and achievements of first year students studying in the computer
education and Instructional Technology (CEIT) department by using predictive methods
and fuzzy logic. Academic success factors have been investigated in many studies.
However, the weight of these factors on student achievement varies from country to
country, from university to university, and even between university departments.

CEIT departments prepare IT teachers; The curriculum of CEIT departments
includes both computer technologies and teacher training courses. Department prefer-
ence, interest in courses, attendance, satisfaction with the department and other factors
affecting the academic success of students are related to this feature of CEIT depart-
ments. Both the advantages of the teaching profession and the word “computer” in the
name of the department have an important place in the preference of CEIT departments.
In this sense, the reasons for choosing the department have a significant effect on the aca-
demic achievement of CEIT students. [12] examined the reasons why 178 CEIT students
preferred this department. It has been determined that students prefer CEIT departments
primarily because their university exam scores hold this department, and also because
students want to be teachers and they are interested in this department. [13] determined
that more than half of the participants were reluctant to choose the department of CEIT,
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and the fact that the name of CEIT includes “computer” plays a role in choosing the
department. It was found that only 39.3% of the students participating in the research
did not regret that they chose the CEIT department and 29.5% of them regretted it. In
his master thesis study, Uysal Hakan analyses the factors affecting the academic perfor-
mance of CEIT students and created a prediction model to determine the success of the
students [14].

3 Data Collection and Modeling Process

The steps of estimating the academic achievement process is shown in Fig. 1.
The first step in the process is to determine the input data for the model - the parame-

ters that affect the success As mentioned above, there have been many studies to identify
factors affecting the academic performance.

We can generally express these factors in the following groups:

1. data on students’ education level of knowledge.
2. social-ekonomic aspects of the student’s educational life
3. educational environment
4. personality traits of the student

The first group data includes the type of school the student graduated from, high
school graduation grade, university entrance score, general grade point average at the
university, semester grades, midterm exam grades.

The second group includes data on the socio-economic status of the students’
families, scholarships, accommodation, social life of the city where the university is
located, transportation, employment opportunities after graduation and economic living
conditions in the city.

The third group includes factors such as the educational opportunities of the univer-
sity and the department, laboratory, library, and free study opportunities, the difficulty of
the curriculum, student-instructor relations, and measurement-evaluation methods used
to evaluate academic achievements.

Finally, data such as student satisfaction with school, interest in the department,
attendance to classes can be assigned to the last group.

Many of these factors are interrelated and can be included in several groups. For
example, the prestige of universities or departments affects entrance scores. The satis-
faction level of the student studying at a very prestigious university is always high. On
the contrary, the educational environment of the university will not be satisfactory for
the student who thinks he/she deserves a more prestigious university. Whether students
choose the department willingly or unwillingly, affects their level of satisfaction with
the school and their attitudes towards the school. In other words, students’ satisfaction
with the university depends on subjective values, not objective values, for many students.
It has been determined that some factors are felt for a small number of students. For
example, it has been observed that the opinion of the family is not dominant in the choice
of profession.
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The data in the study were collected from 3 sources:

– the student database where the academic and identity information of the students are
saved.

– the results of the survey conducted with the students.
– course attendance documents, midterm, exam, and homework evaluation results

According to the results of the analysis of the collected data, it was determined that
5 factors were more dominant in the academic success of CEIT first-year students.

These are:

– the student’s entrance score to the university (UEES),
– the level of satisfaction with the university life of students (SAT)
– the accommodation type (ACC)
– course attendance (ATT)
– order of preference of the department (PREF)

It is necessary to pass the entrance exams to study at Turkish Universities. Students
should present the list of programs (departments) they want to study in order of prefer-
ence. Students are admitted to universities according to the scores they get in the entrance
exams (we expressed this score as UESS) and the choice they make. The admission of
students to universities is determined by the points they collect in the university admis-
sion and the preference list. The order of the student’s department in the preference list is
expressed as PREF. The factor SAT expresses students’ satisfaction with the university
education environment and the social-cultural life at the university. But, as stated above,
students’ subjective views are effective in the evaluation of satisfaction. For example, the
satisfaction level of students who must study in the department they do not want is low.
ATT- refers to the accommodation type and can take 3 categorical values (dormitory,
flat for rent, living with family). As the value of the ATT parameter, the attendance rate
of the students in the first 10 weeks from the beginning of the first semester was used.

Within the scope of the research, the data of 164 studentswho received undergraduate
education in the CEIT department were examined. Since the survey data of 30 students
included inconsistent data, theywere not considered in the subsequent evaluations. Thus,
the data of 134 students were used for the prediction model.

In terms of accommodation, most students (73 out of 134 participants, or 54,47%)
participants live at dormitories. 53 students (37,8%) live on rent. Only 8 (5, 96%) students
live with their families. 60 students declared that their satisfaction with the university
was sufficient. 29 students (21.64% of all students) who participated in the survey stated
that they were not satisfied with the university environment.

Data for the prediction model were collected for 2 consecutive years. The data of the
previous year were used as training data for the model. The university entrance scores of
the students were obtained from the University Student Information System. Data such
as the accommodation type and the level of satisfactionwith the educational environment
of the students were obtained through the questionnaires made with the students. The
attendance of the students to the course in 2 months from the beginning of the semester
was taken into consideration. The semester grade point averages of the students were
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accepted as success criteria. With the 100-point system, students with a grade below 60
formed the class of unsuccessful students (risky students). The learning model and the
data of new students are used to predict their success.

Fig. 1. The process of predicting first-year students’ academic performance

The university entrance scores of the students were normalized in the range of 1–10,
as they were close to each other and received continuous value. The values obtained
because of normalization were categorized as low, medium, and high. In the question-
naires, students were asked to evaluate their satisfaction in the range of {1,10}. These
categorical values were used in the decision tree model. Satisfaction levels were mapped
into low, medium, and high linguistic values for use in the fuzzy inference rules. The
places where the students stay are evaluated as {dorm, rent, family}. Linguistic values
low, medium, and high were used for expressing attendance rates of less than 30%,
30–80%, and more than 80%.

In the Tables 1, 2, 3, 4 and 5 nominal, linguistic and fuzzy value ranges for the
parameters UEES, SAT, ATT, ACC, and PREF are shown.

Table 1. Numerical and linguistic values of the parameter UEES

Nominal values
range

Normalised
values range

Categoric values Linguistic
value

Fuzzy value
ranges

{238,427} {1,10} [1,2,3,4,5,6,7,8,9,10} Low {1,1,3,4}

Medium {3,4,5,6}

Good {5,6,10,10}



Use of Decision Tree and Fuzzy Logic Methods 161

Table 2. Numerical and linguistic values of the parameter SAT

Nominal values range Categoric value Linguistic value Fuzzy value ranges

{1,10} [1,2,3,4,5,6,7,8,9,10} Low {1,1,3,4}

Mod {3,4,5,6}

High {6,7,10,10}

Table 3. Numerical and linguistic values of the parameter ATT

Nominal values tange Categoric value Linguistic value Fuzzy value ranges

{0%,100%} {0,40} Low {0.0.25,40}

{41,75} Medium {25,40,60,75}

{76,100} High {60,75,100,100}

Table 4. Numerical and linguistic values of the parameter ACC

Nominal value Categoric value Linguistic value

Family Fam Fam

Dorm Dorm Dorm

Rent Rent Rent

Table 5. Numerical and linguistic values of the parameter PREF

Nominal values
range

Categoric values Linguistic value

{1,10} {1,3} High

{4,6} Medium

{7,10} Low

According to the values of the input parameters the model predicts academic per-
formance of students. If a student’s performance value is below a certain value (in our
applications, we take this value to 2.5), this student will be classified as risky student in
the academic sense. Otherwise, the student is classified as not risky.

The results of the application of the decision tree method revealed that the students’
attendance to the course was the most important factor. Students with high attendance
need to be carefully monitored in cases where their university entrance scores are low,
and their satisfaction levels are low. In other cases, where the student’s attendance is
high, the probability of the student falling into the risk group is low.
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In cases where the student’s attendance to the course is low, whether he falls into the
risk group or not will be predicted largely depending on the university entrance score
and the level of satisfaction with the university environment.

Students staying in dormitories and with their families are slightly less likely to fail
than students staying in rented accommodation.

134 instants were used in the prediction model performed on theWEKA application
[15]. The learning set used to learn the model contains 100 records. The data of 34
students were used to test the model. The number of correctly classified instants was
105 (81,34%).

In the Fig. 2 the results of the prediction model are described as decision tree.

Fig. 2. Decision tree taken with J48 classification method (print screen obtained from WEKA
application)

As it can be seen from the decision tree, the important factor in classification is the
student’s attendance to the lesson. It has been predicted that students with low attendance
will mostly fail. On the contrary, students with high persistence constitute the majority
among successful students. If the university entrance grades of the students who do not
express satisfaction with the education and training environment are low, it is predicted
that these students will be unsuccessful. It has been estimated that students living in
dormitories and living with their families are less likely to fail than students living in
rented accommodation. The reason why university entrance scores are not very effective
can be related to the fact that the entrance scores of the students who have chosen the
same department are usually very close and the courses are suitable for the average
statistical student’s knowledge level.

4 Fuzzy Inference Rules

In the last stage of our research, inference rules for fuzzy values were created based on
production rules formed on categorical values with the decision tree method. For this
purpose, the FisPro [16] application was used.
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The left side of the inference rules consists of the level of satisfaction of the student
with the educational environment, the level of attendance of the student to the course and
the score of the university entrance exam. The right side of the rules is the determinant
of the academic success of the student. The fuzzy variables are expressed in trapezoidal
form, the extreme values of which are given in Table 1, Table 2 and Table 3. Figure 3
shows the trapezoidal expression of the fuzzy values (low, medium, high) of fuzzy
variable ATT as an example.

Fig. 3. Trapezoidal expression of the fuzzy variable ATT (attendance)

Fig. 4. Fuzzy inference rules (The screenshot)

In the given values of the input parameters of themodel, the value of the output param-
eter (the value of the membership function of the student’s belonging to the successful
class) and the rules acquiring according to these values are shown in Fig. 4.

This research was carried out within the specified limits. The findings of the study
should be evaluated with these limitations in mind.

5 Conclusion

The aim of this study is to predict the academic achievement of university freshmen
in terms of various parameters. Students’ attendance, satisfaction with the educational
environment, university entrance scores, type of residence, department preference were
taken as the input parameters of the prediction model. The estimation model was imple-
mented using the J48 classification algorithm in the WEKA application. Based on the
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results of the prediction model, fuzzy inference rules were created and fuzzy classifi-
cation of students as successful/unsuccessful was carried out in the FisPro application.
The results of the study showed that the students’ attendance to the course was the most
important factor on their academic achievements.
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Abstract. The aim of this study was to assess the potential of two artificial
intelligence models including artificial neural network (ANN) and support vector
regression (SVR) for the prediction of reference evapotranspiration (ET0) in the
northcentral stations of Ilorin and Minna, Nigeria. A conventional multiple linear
regression (MLR) model was also developed for comparison. For this, several
meteorological variables spanned for 34 years (1983–2016) duration including
maximum, minimum and mean temperatures (Tmax, Tmin and Tmean), relative
humidity (RH) and wind speed (U2) were obtained and used as input variables.
Different 7 input combinations were utilized to come up with the best ET0 pre-
diction. The Nash-Sutcliffe efficiency (NSE) and root mean square error (RMSE)
were applied as performance criteria of the developed models. The results showed
that for AI based models, input combination that include U2 such as M6 (Tmax,
RH, U2) mostly provided the best performance, which signifies the importance
of U2 on ET0 while temperature related inputs (Tmax, Tmin and Tmean) were
more efficient for MLR models. The general results depicted that all the applied
models can be employed to achieve successful result but ANN provided the best
performance with NSE values of 0.974 and 0.975 for Ilorin and Minna stations,
respectively.

Keywords: Reference evapotranspiration · Nigeria · Relative humidity ·
Performance criteria · Temperature · Artificial neural network · Ilorin ·Minna

1 Introduction

As through evapotranspiration (ET), more than 60% of global precipitation is returned
to the atmosphere, ET is regarded as the main component of the hydrologic water cycle
[1]. For direct ET measurement, the most accurate method is by the use of lysimeters,
but the method is time consuming and costly. However, in view of the difficulty faced
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in predicting ET for individual plants, generally, reference evapotranspiration (ET0) is
estimated initially and then using a crop coefficient the desired ET is obtained.

FAO 56 Penman Monteith given as FAO-56-PM is widely accepted and used as
the reference method of estimating ET0 as recommended by the Food and Agricultural
Organizations of the United Nations (FAO) [2]. Nonlinear techniques such as AI were
developed by researchers to take care of the nonlinear and complex ET0 phenomenon.
The authors of [3] employed ANN, SVR, MLR and other AI and empirical models
for ET0 modeling in several climatic regions. The application of AI techniques in ET0
modeling is limited in Nigeria especially the northcentral Nigeria that includes Kwara
and Niger states. The global acceptability of AI techniques and their successful applica-
tions in ET0 modeling make it necessary to employ such approaches for effective ET0
modeling due to the climate change impact on hydro climatological variables. To fill
this gap, two AI based models including ANN and SVR were employed in this study
to estimate ET0 and compare with linear conventional model (MLR) in northcentral
stations of Ilorin and Minna, Nigeria.

2 Materials and Methods

Study Area. Ilorin is the capital of Niger state which has an area of 765 km2, 25 °C
average temperature, 79% humidity and 14 km/h wind. Minna is the capital city of Niger
state which is the largest state in Nigeria in terms of land area of 76,363 km2. The climate
of the station include temperature average of 30 °C, 61% humidity and wind blows at
11 km/h. Figure 1 shows the study locations.

Fig. 1. Location of Nigeria and the study area

Study Data. In this study, a total of 408 number of monthly climate data samples
including minimum and maximum temperatures (Tmin, Tmax) (°C), relative humidity
(RH) (%), and wind speed (U2) (m/s) from 1983 to 2016 (34 years) were used in this
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study for the ET0 modeling. The data used in this study were obtained from https://
power.larc.nasa.gov/.

Performance Evaluation of the Models. To determine the performance of the mod-
els, Nash-Sutcliffe efficiency criteria (NSE) or determination coefficient and root mean
square error (RMSE) were used. Details can be found from [4] study.

Proposed Methodology. The proposedmethodology in this study is presented in Fig. 2.

Fig. 2. Schematic representation of the proposed methodology

Artificial Neural Network constitutes a number of simple processing elements that
are interconnected by nodes or neurons with fascination characteristics of information
processing including parallelism, nonlinearity, generalization, capability, learning and
noise tolerance. Detail information regarding the application of ANN can be found in
[5] study.

Support vector regression developed on the basis of SVM concept is used for
non-linear regression issues. [6] gave detail information about SVR and its application.

Multiple-Linear Regression. Details regarding MLR can be found in [7] study.

FAO-56-PM Method. The concept of ET0 is fully discussed by [2] study. Details on
how to compute the ET0 by FAO-56-PM method can be found in [2] study.

3 Results

Results of the Applied Models. The results of the 3 applied models are presented in
Tables 1, 2 and 3.

https://power.larc.nasa.gov/
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Table 1. Results of ANN models

Station Model Combination Epoch Training Testing

R2 RMSE R2 RMSE

Ilorin M1 Tmin, Tmax, RH 97 0.976 0.037 0.942 0.042

M2 Tmin, Tmax, U2 140 0.957 0.036 0.941 0.057

M3 Tmin, Tmax, Tmean 98 0.972 0.047 0.916 0.058

M4 Tmin, RH, U2 100 0.988 0.03 0.967 0.036

M5 Tmin, RH, Tmean 94 0.972 0.043 0.952 0.047

M6 Tmax, RH, U2 109 0.974 0.032 0.974 0.046

M7 Tmax, RH, Tmean 126 0.985 0.034 0.959 0.04

Minna M1 Tmin, Tmax, RH 111 0.967 0.043 0.962 0.045

M2 Tmin, Tmax, U2 110 0.95 0.053 0.974 0.043

M3 Tmin, Tmax, Tmean 125 0.948 0.063 0.886 0.081

M4 Tmin, RH, U2 124 0.978 0.036 0.973 0.046

M5 Tmin, RH, Tmean 113 0.969 0.042 0.959 0.056

M6 Tmax, RH, U2 91 0.978 0.035 0.975 0.037

M7 Tmax, RH, Tmean 168 0.976 0.043 0.967 0.044

Table 2. Results of SVR models

Station Model Combination Training Testing

R2 RMSE R2 RMSE

Ilorin M1 Tmin, Tmax, RH 0.944 0.056 0.921 0.066

M2 Tmin, Tmax, U2 0.948 0.045 0.836 0.114

M3 Tmin, Tmax, Tmean 0.951 0.062 0.894 0.065

M4 Tmin, RH, U2 0.927 0.054 0.923 0.077

M5 Tmin, RH, Tmean 0.927 0.054 0.924 0.078

M6 Tmax, RH, U2 0.955 0.042 0.888 0.094

M7 Tmax, RH, Tmean 0.917 0.057 0.917 0.081

Minna M1 Tmin, Tmax, RH 0.956 0.058 0.916 0.069

M2 Tmin, Tmax, U2 0.952 0.053 0.86 0.104

M3 Tmin, Tmax, Tmean 0.873 0.092 0.851 0.099

M4 Tmin, RH, U2 0.947 0.064 0.941 0.058

M5 Tmin, RH, Tmean 0.954 0.06 0.916 0.069

M6 Tmax, RH, U2 0.956 0.05 0.896 0.089

M7 Tmax, RH, Tmean 0.953 0.06 0.911 0.071
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Table 3. Results of MLR models

Station Model Combination Training Testing

R2 RMSE R2 RMSE

Ilorin M1 Tmin, Tmax, RH 0.953 0.052 0.886 0.058

M2 Tmin, Tmax, U2 0.940 0.058 0.921 0.048

M3 Tmin, Tmax, Tmean 0.946 0.065 0.888 0.066

M4 Tmin, RH, U2 0.936 0.071 0.913 0.059

M5 Tmin, RH, Tmean 0.950 0.063 0.91 0.059

M6 Tmax, RH, U2 0.952 0.061 0.934 0.051

M7 Tmax, RH, Tmean 0.954 0.060 0.909 0.060

Minna M1 Tmin, Tmax, RH 0.954 0.051 0.904 0.071

M2 Tmin, Tmax, U2 0.944 0.056 0.931 0.060

M3 Tmin, Tmax, Tmean 0.913 0.082 0.842 0.095

M4 Tmin, RH, U2 0.952 0.061 0.918 0.069

M5 Tmin, RH, Tmean 0.960 0.055 0.909 0.072

M6 Tmax, RH, U2 0.950 0.062 0.931 0.063

M7 Tmax, RH, Tmean 0.961 0.054 0.907 0.073

3.1 Discussion

As seen in Table 1, the 7 models developed by ANN approach all produced satisfactory
performance in both Ilorin and Minna stations with NSE ranges from 0.957 to 0.988
in the training phase and 0.916 to 0.974 in the validations phase of Ilorin station. For
Minna station, the NSE ranges between 0.948 to 0.978 and 0.886 to 0.975 in the training
and testing phases, respectively. However, as seen in the obtained results of Table 1,
different epoch number used yielded different ANN performance. This is an indication
that epoch number plays an important role in the development of ANN models, and
higher or lower number of epoch does not signify better performance, trial and error
process should be used to determine the best suited epoch number. For example, in the
ANN results, the best model in the training phase is the one with 100 epoch (M4, NSE
0.988), whereas the least performancemodel is the one with 140 epoch (M2, NSE 0.957)
for Ilorin station. These results demonstrate that despite the uncertainty and stochastic
nature of ET0, application of ANN could be employed successfully in the prediction of
ET0 in northcentral Nigeria.

The results of SVR models are presented in Table 2. Similar to ANN, the models
developed by SVR approach depicted high performance mostly above NSE 0.9 in both
Ilorin and Minna stations. This demonstrated the capability of AI techniques in dealing
with uncertain phenomenon of ET0. It can be seen from the result that different inputs
combination led to different performance. For Ilorin station in the training phase in terms
of NSE, M3 which has Tmin, Tmax and Tmean produced the best performance while M4
which has combination of Tmin, RH and U2 provided the best result for NSE and RMSE
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performance criteria in the testing phase. ForMinna station, a joint performance of 0.956
canbeobserved forM1andM6 in the trainingphasewhile,M4 is found tobemore skillful
in comparison to others. By visual observation of these results, it is obvious that models
which include U2 as input mostly led to better performance. This may be because U2 is
more effective in the prediction of ET0 than other models. Also, the models developed
showed better accuracy in Minna station than Ilorin station which is as a result of higher
U2 Minna has than Ilorin. This suggestion is in agreement with conclusion drawn by
[3] in which they stated that U2 as a sole input may not have dominant performance
in the prediction of ET0 but will significantly lead to high performance when used in
combination with other meteorological variables.

The results of MLR models is presented in Table 3. The results show that ET0
as any other process, contains both linear and nonlinear aspects. MLR models with
their inability to deal with nonlinear ET0 phenomenon produced good results despite
achieving less compared to AI techniques. It is observed that models that include the
combination of either Tmin, Tmax or Tmean mostly produced betterMLR results than other
input variables and the results for Minna station is superior to the results obtained for
Ilorin station. This is because Tmin, Tmax or Tmean are linearly more dominant variables
to ET0 modeling and have higher values in Minna than Ilorin. In other words, the
temperature variables are directly proportional to ET0, as the temperature on the earth
surface increases, the ET0 rate increases. Due to this, it can be seen in the testing phase
of Minna station that M7 and M6 have the best performance in terms of NSE in both
training and testing phases, respectively.

From the results obtained in Tables 1, 2 and 3, it can be deduced that, ANN, SVR
and MLR with their unique capabilities, can be employed to predict ET0 successfully
in Ilorin and Minna stations of northcentral Nigeria. To compare the performance of
one model over another and come out with the most suitable technique for the ET0
prediction, Fig. 3 is presented for the best model from each technique with respect to
NSE in both Ilorin and Minna stations in the testing phase.

Fig. 3. Performance comparison of best models based on NSE in the testing phase
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As seen in Fig. 3, each color is representing a given model and every color starts
from left to right. The larger the portion occupied by the color, the better performance of
the model. Also the higher the NSE the lower the position of the model from right. From
the Fig. 3, it can be seen that ANN models for both Ilorin and Minna stations produced
superior performance whereas all the applied models have NSE values above 0.9 which
signifies a satisfactory ET0 modeling. It can be understood that MLR model slightly
performed better than SVR model for Ilorin station which could be because of the more
linear behavior of the inputs owing to direct relationship they have with the ET0. Apart
from NSE, several other criteria could be used to determine the discrepancies of the
approaches applied in terms of their performances, including correlation coefficient (R),
standard deviation (SD) and RMSE. All these criteria are composed in Taylor diagram.
Figures 4 shows a comparison of best models for the ET0 prediction by Taylor diagrams.

Fig. 4. Comparison of the best models for ET0 prediction in (a) Ilorin station and (b) Minna
station

The Taylor diagrams (Figs. 4) displayed the performances of the best models from
each of the applied techniques. Taylor diagram determines the performances of models
based on 3 criteria, SD, R and RMSE. The SD is located in the x-axis of the graph with
model value more close to the SD value of the observed ET0 as the best performance, the
curve extending from vertical (x) axis to horizontal (y) axis is R, the higher the R value,
the better performance and the concave semi-circle (internal curve) represents RMSE,
the best model is that which has less/lower RMSE. Based on the above conditions, it
can be clarified that among all the applied models, ANN values are more close to the
observed value, have higher R and are the values with lowest RMSE in both Ilorin and
Minna stations and therefore, ANN is the most efficient technique in the prediction of
ET0 in northcentral Nigeria.
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4 Conclusion

In this study, the potential of AI based approaches including ANN, SVR and a conven-
tional MLR technique were assessed for the prediction of ET0 in 2 northcentral stations
of Ilorin and Minna located in Kwara and Niger states of Nigeria. To determine the
best prediction results, 7 different models were developed from 7 distinct input com-
binations using each of the applied prediction techniques. The results revealed that the
proposed input combinations can lead to successful prediction of ET0 in the study sta-
tions but due to location, linear and nonlinear aspects of ET0, some input combinations
provided better results for a particular station and technique than others. The general
results demonstrated that all the applied models can provide efficient ET0 prediction but
ANN model, performed better than SVR and MLR models in both Ilorin and Minna
stations of northcentral Nigeria. It can be suggested that further studies should consider
other AI models such as genetic programming (GP) and compare with the results of this
study.
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Abstract. In most cases benchmarking approaches give the contrast between
financial and operating metrics to those of the industry leader. Analyzing market-
placefinancial andorganizational situationsmaynot be sustainable. The aimof this
paper is to define benchmarking influence in buyer’s decision-making process by
using fuzzy AHP. Benchmarking would provide which businesses are constantly
refining and advancing their standards to satisfy the demands of advanced and
competitive consumers. Benchmarking is the process which does not provide a
stable path and strategies for learning from consumerswhen initiating value-added
suggestions that meet their expectations. At the same time, it also helps tomaintain
a company’s success and productivity. In the benchmarking situation the analysis
of the given suggestions which meet consumers’ expectations will support the
long-term well-being and productivity of a business.

In the given problem for benchmarking process, factors which influence con-
sumer buying behavior are analyzed. Decision making problem is characterized
by using fuzzy AHP method for analyzing the best alternative which influences
consumer buying behavior.

Keywords: Fuzzy AHP · Decision making · Eigenvalue · Eigenvector ·
Consumer behavior · Benchmarking

1 Introduction

Benchmarking is a method which is focused on consumer values in the center of process
as well as the company’s approach. Benchmarking main topics are success evaluation,
opposition, clarifying best practices and ways. This paper is focused on psychological,
social, cultural, economic and personal variables which have an influence on consumers.
Different variables, particulars and features form an individual’s identity as the cus-
tomer’s decision-making process, purchasing intention, shopping experience and other
items influence the benchmarking process. Consumer behavior is impacted by different
types of factors and they are classified as 5 major factors which influence consumer
behavior [1]. Psychological factors are a major variable of consumer behavior, and these
factors are difficult to identify and at the same time have powerful influence on buy-
ing behavior [2]. Social factors, individuals are initiated by other humans and want to
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accept in social environment. Social factors give the shape to humans because they are
social beings. Cultural factors influencing consumer behavior are formed on the basis
of social classes, subcultures and the behavior of a particular society. Personal factors
are special items, situations which influence consumer buying behavior. Personal factors
differ from person to person and create different perceptions and consumer behavior.
Economic factors, the consumer purchasing intention and decisions mostly depend on
the business cycle of economy and influence market processes [3].

In some researches the benchmarking of the given products is analyzed according
to the factors which influence consumer buying behavior, but in this paper, we research
factors which affect consumer buying behavior in fuzzy environment by using AHP
method. The fuzzy AHP was offered by [4]. Buckley was the first researcher who ana-
lyzed fuzzy eigenvalues [5, 6] for input –output of systems. Massa et al. obtained both
eigenvalues problem was transformed to a common one to analyze of fuzzy data.

2 Preliminaries

Definition 1. The fuzzy The fuzzy pairwise comparison judgments [7]:

c̃ij = (cij,l, cij,m, cij,u), c̃ij = (1, 1, 1) c̃ij,l > 0 i, j = 1, 2......., k i �= j. (1)

That comprises a fuzzy comparison matrix C̃ with the following elements,

c̃ij = 1

c̃ij
=

(
1

cij,u
,

1

cij,m
,

1

cij,l

)
, i, j = 1, 2, ...k, i �= j. (2)

This matrix is consistent if and only if

c̃ip ≈ c̃ip ⊗ c̃ip, i, j = 1, 2, ...k, (3)

Definition 2. Determination of fuzzy weights [7]:

C̃ ⊗ w̃ = λ̃l ⊗ w̃, (4)

where C̃, fuzzy reciprocal comparison matrix of type [k × k]. Elements of the fuzzy
matrix C̃, fuzzy vector w̃ and fuzzy eigenvalue λ̃ are supposed as triangular fuzzy
numbers that may be indicated as stated by w̃ = (wl,wm,wu), λ̃ = (λl, λm, λu).

Definition 3. Consistency index and consistency ratio [8]:
Solve the fuzzy eigenvalue problem C̃ ⊗ w̃ = λ̃l ⊗ w̃, as depicted in the previous
part and define the principal fuzzy eigenvalue λ̃ = (λl, λm, λu) and corresponding
fuzzy eigenvectors w̃ = (wl,wm,wu). For the matrix Cl,Cm,Cu compute the CI and CR
according to [9–13].

3 Statement of the Problem

The factors influencing consumer buying behavior are analyzed as criteria which play
main role in benchmarking process. In fuzzy AHP process the pair-wise comparison
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matrix of both criteria and alternatives are exhibited by linguistics factors that are
represented by triangular fuzzy numbers [14, 15]. MCDM problem involves 5 crite-
ria C1, C2, C3, C4, C5 and 5 alternatives A1, A2, A3, A4, A5. C1- Psychological Factors;
C2- Social Factors; C3- Cultural factors; C4- Personal Factors; C5- Economic Factors.
Table 1. cause to know comparison of all judgments under efficiency into triangular
fuzzy numbers and final process to calculate consistency ratio of this shown matrix.

Table 1. Fuzzy matrix of the criteria

Criteria C1 C2 C3 C4 C5

C1 (1, 1, 1) (1/3, 1/2, 1/1) (1/0.4, 1/0.3,
1/0.2)

(1, 1, 1) (1/4, 1/3, 1/2)

C2 (1, 2, 3) (1, 1, 1) (0.55, 0.56,
0.57)

(1, 2, 3) (0.5, 0.6, 0.7)

C3 (0.2, 0.3, 0.4) (0.1, 0.2, 0.3) (1, 1, 1) (1, 2, 3) (0.2, 0.3, 0.4)

C4 (1, 1, 1) (1/3, 1/2, 1/1) (1/3, 1/2, 1/1) (1, 1, 1) (1/1, 1/0.9, 1/0.8)

C5 (2, 3, 4) (1/0.7, 1/0.6,
1/0.5)

(1/0.4, 1/0.3,
1/0.2)

(0.8, 0.9, 1) (1, 1, 1)

4 Solution of the Problem

In this paper we investigate the best alternative to take into consideration the given
criteria. Fuzzy pairwise comparison matrix of the criteria is shown in Table 1.

Step 1. First step formulate the pair-wise comparison reciprocal fuzzy matrix C̃
for the criteria C1,C2,…,Cn by evaluating the priority values as fuzzy numbers c̃ij =
(cij,l, cij,m, cij,u), (i, j = 1, 2, ..., n). Shows the fuzzy matrix C̃ divided by three crisp
matrices Cl, Cm, Cu are obtained according to [7] as follows:

Cl =

⎡
⎢⎢⎣
1 c12,l ... c1k,l

...

1/c12,u 1 ... c2k,l
1/c1k,u 1/c2k,u ... 1

⎤
⎥⎥⎦ Cm =

⎡
⎢⎢⎣
1 c12,m ... c1k,m

...

1/c12,m 1 ... c2k,m
1/c1k,m 1/c2k,m ... 1

⎤
⎥⎥⎦ Cu =

⎡
⎢⎢⎣
1 c12,u ... c1k,u
1/c12,l 1 ... c2k,u

...

1/c1k,l 1/c2k,l ... 1

⎤
⎥⎥⎦

(5)

Step 2. Obtained matrices are used for calculation of a system of fuzzy linear
homogeneous equations.

Clwl + Cmwm + Cuwu − λlwl − λmwm − λuwu = 0 (6)

Where are:

Cl = 2Cl + Cm = 3 Cm = Cl + 4Cm + Cu = 6 Cu = Cm + 2Cu = 3 (7)

By using (5) we obtained three crisp matrices (Tables 2, 3 and 4):
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Table 2. Cl and Cl .

lC
1 0.33 2.5 1 0.25 
1 1 0.55 1 0.5 
0.2 0.1 1 1 0.2 
1 0.33 0.33 1 1 
2 1.43 2.5 0.8 1 

lC
3 1.17 8.33 3 0.83 
4 3 1.66 4 1.6 
0.7 0.4 3 4 0.7 
3 1.17 1.17 3 3.11 
7 4.52 8.33 2.5 3 

Table 3. Cl and Cl .

mC

1 0.5 3.33 1 0.33 
2 1 0.56 2 0.6
0.3 0.2 1 2 0.3 
1 0.5 0.5 1 1.11 
3 1.67 3.33 0.9 1 

mC
6 3.33 20.83 6 2.08 
12 6 3.36 12 3.6 
1.8 1.2 6 12 1.8 
6 3.33 3.33 6 6.69
18 10.1 25.83 5.4 6 

Table 4. Cu and Cu.

uC
1 1 5 1 0.5
3 1 0.57 3 0.7 
0.4 0.3 1 3 0.4 
1 1 1 1 1.25 
4 2 5 1 1 

uC
3 2.5 13.33 3 1.33 
8 3 1.7 8 2 
1.1 0.8 3 8 1.1 
3 2.5 2.5 3 3.61 
11 5.67 23.33 2.9 3 

Step 3. Eigenvalues of Cl , Cm and Cu are obtained with MATLAB software program:
λl = 14.57; λm = 33.08; λu = 20.18.

λl ,λm,λu are founded as by using following process:

⎧⎪⎪⎨
⎪⎪⎩

λl = 2λl + λm

λm = λl + 4λm

λu = λm + 2λu

⇔

⎧⎪⎨
⎪⎩
14.57 = 2λl + λm

33.08 = λl + 4λm+
20.18 = λm + 2λu

λu ⇔ ×(−2) ⇔
{ −66.16 = −2λl − 8λm − 2λu

20.18 = λm + 2λu

⇔
{ −45.98 = −2λl − 7λm

14.57 = 2λl + λm
⇔ λl = 4.68, λm = 5.2, λu = 7.49.

(8)

An urgent consideration in terms of the quality of the eventual decision relates to the
consistency of opinions that the decision maker displayed during the series of pairwise
comparison.
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Step 4. Eigenvectors also, is obtained by homogenous fuzzy linear Eq. (4):
Eigenvectors of Cl , Cm and Cu are obtained with MATLAB software program:

wl = wlλl

slλm
, wm = wm

sm
, wu = wuλu

suλm
; where sl =

n∑
i=1

wi,l , sm =
n∑

i=1

wi,m, su =
n∑

i=1

wi,u. (9)

wl = [0.37, 0.41, 0.23, 0.46, 0.65] Sl = 2.13

wm = [−0.37,−0.44,−0.24,−0.34,−0.71] Sm = −2.09 for example, wl1 = 0.37 ∗ 4.68

2.13 ∗ 5.2
= 0.06

wu = [−0.36,−0.42,−0.24,−0.31,−0.74] Su = −2.06
(10)

Applying the mentioned software program, the following eigenvectors are obtained:
wl = [0.16, 0.17, 0.1, 0.19, 0.28], wm = [0.18, 0.21, 0.12, 0.16, 0.34], wu =
[0.25, 0.29, 0.16, 0.22, 0.52]

Step 5. In accordance to [7] consistency index and consistency ratio for C̃ matrix
are obtained by using following formulas [7]:

CI = 5.2 − 5

5 − 1
= 0.05, CR = 0.05

1.12
= 0.045, CR = 0.045 ≤ 0.10

Applying the proposed calculation, the eigenvalues, CI and CR ratio are defined. CR is
0.045, the suggested matrix C̃ is consistent. Calculation process is regularly repeated
for each alternative to take into consideration the given criteria (Tables 5–9).

Table 5. Fuzzy matrix of the C1 criteria

C1 A1 A2 A3 A4 A5

A1 (1, 1, 1) (1/1.4, 1/1.3, 1/1.2) (1/2.3, 1/2.2, 1/2.1) (1, 1, 1) (1/3, 1/2, 1/1)

A2 (1.2, 1.3, 1.4) (1, 1, 1) (0.55, 0.56, 0.57) (1, 2, 3) (1.1, 1.2, 1.3)

A3 (2.1, 2.2, 2.3) (0.1, 0.2, 0.3) (1, 1, 1) (3.1, 3.2, 3.3) (2.5, 2.6, 2.7)

A4 (1, 1, 1) (1/3, 1/2, 1/1) (1/3.3, 1/3.2, 1/3.1) (1, 1, 1) (1/4, 1/3, 1/2)

A5 (1, 2, 3) (1/1.3, 1/1.2, 1/1.1) (1/2.7, 1/2.6, 1/2.5) (2, 3, 4) (1, 1, 1)

By using (5)we obtained three crispmatrices and thematrices are used for calculation
of a system fuzzy linear homogenous equations. Eigenvalues of Cl , Cm and Cu are
obtained λl , λm, λu are founded as ⇔ λl = 4.33, λm = 4.93, λu = 5.87.

Applying the MATLAB software program, the following
eigenvectors and CR are obtained: wl = [0.15, 0.17, 0.1, 0.19, 0.27], wm =
[0.18, 0.21, 0.12, 0.16, 0.34], wu = [0.21, 0.24, 0.14, 0.18, 0.43]

CI = −0, 017 CR = −0.015

Eigenvalues are founded as ⇔ λl = 4.9, λm = 5.49, λu = 6.64.
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Table 6. Fuzzy matrix of the C2 criteria

C2 A1 A2 A3 A4 A5

A1 (1, 1, 1) (1/0.5, 1/0.4,
1/0.3)

(1/0.4, 1/0.3,
1/0.2)

(1, 1, 1) (1/3.6, 1/3.5,
1/3.4)

A2 (0.3, 0.4, 0.5) (1, 1, 1) (0.55, 0.56,
0.57)

(1, 2, 3) (1.5, 1.6, 1.7)

A3 (0.2, 0.3, 0.4) (0.1, 0.2, 0.3) (1, 1, 1) (1.2, 1.3, 1.4) (0.2, 0.3, 0.4)

A4 (1, 1, 1) (1/3, 1/2, 1/1) (1/1.4, 1/1.3,
1/1.2)

(1, 1, 1) (1/1, 1/0.9,
1/0.8)

A5 (3.4, 3.5, 3.6) (1/1.7, 1/1.6,
1/1.5)

(1/0.4, 1/0.3,
1/0.2)

(0.8, 0.9, 1) (1, 1, 1)

Applying the mentioned software program, the following
eigenvectors and CR are obtained: wl = [0.2, 0.18, 0.08, 0.15, 0.28], wm =
[0.24, 0.21, 0.09, 0.16, 0.3], wu = [0.3, 0.25, 0.11, 0.2, 0.36]

CI = 0.12, CR = 0.10

Table 7. Fuzzy matrix of the C3 criteria

C3 A1 A2 A3 A4 A5

A1 (1, 1, 1) (1/0.8, 1/0.7,
1/0.6)

(1/3, 1/2, 1/1) (1, 1, 1) (1/4.3, 1/4.2,
1/4.1)

A2 (0.6, 0.7, 0.8) (1, 1, 1) (0.3, 0.4, 0.5) (1, 2, 3) (1.1, 1.2, 1.3)

A3 (1, 2, 3) (0.1, 0.2, 0.3) (1, 1, 1) (1.2, 1.3, 1.4) (0.2, 0.3, 0.4)

A4 (1, 1, 1) (1/3, 1/2, 1/1) (1/1.4, 1/1.3,
1/1)

(1, 1, 1) (1/1, 1/0.9,
1/0.8)

A5 (4.1, 4.2, 4.3) (1/1.3, 1/1.2,
1/1.1)

(1/0.4, 1/0.3,
1/0.2)

(0.8, 0.9, 1) (1, 1, 1)

Eigenvalues are founded as ⇔ λl = 4.9, λm = 5.49, λu = 6.64.
Applying the mentioned software program, the following

eigenvectors and CR are obtained: wl = [0.2, 0.18, 0.08, 0.15, 0.28], wm =
[0.24, 0.21, 0.09, 0.16, 0.3], wu = [0.3, 0.25, 0.11, 0.2, 0.36]

CI = 0.123, CR = 0.10
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Table 8. Fuzzy matrix of the C4 criteria

C4 A1 A2 A3 A4 A5

A1 (1, 1, 1) (1/5.3, 1/5.2,
1/5.1)

(1/3, 1/2, 1/1) (1, 1, 1) (1/0.5, 1/0.4,
1/0.3)

A2 (5.1, 5.2, 5.3) (1, 1, 1) (0.3, 0.4, 0.5) (1, 2, 3) (1.1, 1.2, 1.3)

A3 (1, 2, 3) (0.1, 0.2, 0.3) (1, 1, 1) (1.2, 1.3, 1.4) (0.2, 0.3, 0.4)

A4 (1, 1, 1) (1/3, 1/2, 1/1) (1/1.4, 1/1.3,
1/1.2)

(1, 1, 1) (1/1, 1/0.9,
1/0.8)

A5 (0.3, 0.4, 0.5) (1/1.3, 1/1.2,
1/1.1)

(1/0.4, 1/0.3,
1/0.2)

(0.8, 0.9, 1) (1, 1, 1)

Eigenvalues are founded as ⇔ λl = 4.3, λm = 5.4, λu = 6.8. Applying the
mentioned software program, the following eigenvectors and CR are obtained:

wl = [0.12, 0.16, 0.11, 0.14, 0.27], wm = [0.14, 0.21, 0.15, 0.17, 0.33],
wu = [0.18, 0.26, 0.2, 0.21, 0.41]

CI = 0.1, CR = 0.089

Table 9. Fuzzy matrix of the C5 criteria

C5 A1 A2 A3 A4 A5

A1 (1,1,1) (1/1.3,1/1.2,1/1.1) (1/3,1/2,1/1) (3.1,3.2,3.3) (1/0.5,1/0.4,1/0.3)

A2 (1.1,1.2,1.3) (1,1,1) (0.3,0.4,0.5) (1,2,3) (1.1,1.2,1.3)

A3 (1,2,3) (0.1,0.2,0.3) (1,1,1) (1.2,1.3,1.4) (0.2,0.3,0.4)

A4 (1/3.3,1/3.2,1/3.1) (1/3,1/2,1/1) (1/1.4,1/1.3,1/1.1) (1,1,1) (1/1,1/0.9,1/0.8)

A5 (0.3,0.4,0.5) (1/1.3,1/1.2,1/1.1) (1/0.4,1/0.3,1/0.2) (0.8,0.9,1) (1,1,1)

Eigenvalues are founded as ⇔ λl = 4, λm = 5, λu = 6.87. Applying the
mentioned software program, the following eigenvectors and CR are obtained: CI =
0, CR = 0.

wl = [0.23, 0.17, 0.13, 0.11, 0.17], wm = [0.27, 0.2, 0.18, 0.13, 0.22],
wu = [0.36, 0.27, 0.26, 0.17, 0.32]

Step 6. Local priority fuzzy matrix P̃ = (Pl,Pm,Pu) is expressed by using following
formula:

Pl = [P(1)
l P

(2)
l ... P

(n)
l ], Pm = [P(1)

m P
(2)
m ... P

(n)
m ], Pu = [P(1)

u P
(2)
u ... P

(n)
u ].
(11)
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Multiply obtained priority matrices from the right by the priority vectors of the
criteria respectively, which are defined in the fourth step.

wT
l = [w1,l w2,l wn,l ]T , w = [0.16 0.17 0.1 0.19 0.28]

wT
m = [w1,m w2,m wn,m ]T , w = [0.48 0.21 0.12 0.16 0.34]

wT
u = [w1,u w2,u wn,u ]T . w = [0.25 0.29 0.16 0.22 0.52]

Vectors of global priorities gl, gm, gu are obtained [7, 9].

gl = Plwl = [g1,l g2,l ... gm,l]T gl = [0.16, 0.15, 0.1, 0.13, 0.22]
gm = Pmwm = [g1,m g2,m ... gm,m]T gm = [0.21, 0.21, 0.2, 0.16, 0.29]
gu = Puwu = [g1,u g2,u ... gm,u]T gu = [0.39, 0.37, 0.28, 0.3, 0.53]

These vectors compose fuzzy matrix of global priorities G̃ = (gl, gm, gu) of alternatives
A1, A2, …,Am. For every alternative Ai (i = 1,2,…,m), elements of these vectors are
indicated by the corresponding approximate triangular fuzzy numbers.

g̃ = (gi,l, gi,m, gi,u), i = 1, 2, ...,m.

Alternatives Ai (i = 1,2,…,m) are rated in last step as stated by to their global priori-
ties which are indicated by triangular fuzzy numbers g̃i(i = 1, 2, . . . ,m). In this paper,
alternatives are ranked according to the expected value and standard deviation. For the
triangular probability distribution [16, 17] of the triangular fuzzy number as a fuzzy
event, these values for the fuzzy number g̃i are calculated by the following formulas [7]
(Table 10).

–Expected value:

gi,e = gi,l + 2gi,m + gi,u
4

, i = 1, 2, ...m (12)

–Standard deviation:

σi =
[
1

80
(3g2i,l + 4g2m,l + 3g2u,l − 4gi,lgi,m − 2gi,lgi,u − 4gi,mgi,u)

]1/2
i = 1, 2, ...,m.

(13)

According to [7] CVi = σi
gi,e

i = 1, 2, ...m CV3 = 0.028
0.77 = 0.036

A3 the alternative with smaller coefficient of variation CVi is ranked better and as the
best product which influenced on different factors and the suitable after benchmarking
for buying process.
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Table 10. Vectors of global priorities, expected values and standard deviations

Alternative Vector gl Vector gm Vector gu Expected Value.gi,e Standard deviation (%)

A1 0.16 0.21 0.39 0.98 0.040

A2 0.15 0.21 0.37 0.94 0.036

A3 0.10 0.20 0.28 0.77 0.028

A4 0.13 0.16 0.30 0.75 0.030

A5 0.22 0.29 0.53 1.33 0.053

5 Conclusion

The AHP method characterizes hierarchy between criteria, sub-criteria and alternatives.
This process offered more flexible, completed, and practical conclusion particularly
for the decision criteria in different spheres. This method is differentiated from others
with using the pairwise comparison matrices of the criteria and alternatives and the
main preference of this research paper is using of the new method for fuzzy AHP,
which is based on calculation of consistency ratio. Using MATLAB environments, the
eigenvalues, and eigenvectors for the matrix C̃ are λl, λm, λu. For the given the C̃ matrix
consistency ratio is small or equal 10%. From obtained results we can say that C̃ matrices
for each criterion are consistent and may be received. The offered method can be applied
for various problems which related to consumer behavior to solve large decision-making
problems by using software programs.
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1 Department of Special Education, Atatürk Education Faculty, Near East University,
10 Mersin, North Cyprus, Turkey
basak.baglama@neu.edu.tr

2 Faculty of Sports Sciences, Near East University, 10 Mersin, North Cyprus, Turkey
sahin.akdag@neu.edu.tr

3 Department of Classroom Teaching, Atatürk Education Faculty, Near East University,
10 Mersin, North Cyprus, Turkey

yucehan.yucesoy@neu.edu.tr

Abstract. The use of technology in special education facilitates learning and
permanence. Technology infuses classrooms with digital learning tools, such as
computers and hand held devices, expands course offerings, experiences and learn-
ing materials and supports learning. The role of families of children with special
needs in integrating technology into students’ lives is crucial as teachers since
they spent much time with their children. This study aims to determine tech-
nology attitudes of parents with special needs children and using technology in
courses. This study used quantitative research and a scale was used as data collec-
tion tool. Results of the study revealed that attitudes of parents of children with
special needs towards technology and using technology in courses are positive
at a moderate level. In addition to this, attitudes of parents showed significant
difference based on parents’ educational status and thoughts on the usefulness
of technology in education. Suggestions for further research and practices were
presented with relevant literature.

Keywords: Special education · Special needs · Families of children with special
needs · Technology · Attitude

1 Introduction

In today’s contemporary world, human life is deeply affected by current and rapid devel-
opments in science and technology. In addition to keeping up with these developments,
individuals need to turn to education more than ever to contribute to science and technol-
ogy since it is possible with providing appropriate education for individuals to be able
to adapt to new situations in line with today’s circumstances [1, 2]. Technology holds
a very important place in human life. Technology has entered into educational life and
pioneered further development. Educational technology is a set of information obtained
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by applying the science of teaching/learning to the real-world conditions through the
classroom environment [3].

Based on the importance ofmainstreaming education, inclusion and universal design,
the preparation of an environment that facilitates the access of all individuals, especially
individuals with special needs, is gaining importance in recent times [4, 5]. In regard
to the introduction of technology into educational environments, teaching processes
in classroom environments have begun to be supported by technology. Technology-
supported educational environments provide a learning experience that increases interest
and motivation in line with the characteristics of the learners. In today’s world, tech-
nology supported learning environments can be created for teaching various different
skills, behaviors and concepts for individuals with special needs. One of the technolo-
gies required for preparing individuals with special needs for independent living is the
assistive technologies. Assistive technologies support visual, hearing, reading, writing,
social communication skills of individuals with special needs and facilitate their inde-
pendent life skills. This allows individuals to learn the targeted information more easily,
permanently and quickly [6, 7].

The role of parents, cognitive environment at home and the attitude of the parents
towards the child’s cognitive functions are effective for the cognitive development of
the child. Research findings indicate that the quality of behavior and attitudes of parents
towards their children creates changes in the development of children of developmental
age. Positive attitudes of parents also positively affect children [8]. In this context, know-
ing the attitudes of the parents of the individuals with special needs to the technology
and the use of technology in the lessons is of great importance in terms of revealing
what can be done for improving educational practices for individuals with special needs.
Therefore, this study aims to determine technology attitudes of parents with special
needs children and using technology in courses. In line with this general aim, answers
to the following questions were also sought in this study:

1. How are the technology attitudes of parents with special needs children and using
technology in courses?

2. Do the technology attitudes of parents with special needs children and using tech-
nology in courses show a significant difference according to age, being mother or
father, educational status, age of the child, technological device used frequently by
the child and usefulness of technology in education variables?

2 Method

2.1 Research Model

Descriptive survey method was used in this study in order to reveal the attitudes of
families of children with special needs towards technology and using technology in
courses. The descriptive survey model is a research model that tries to describe and
examine the events, assets, groups, current situation and characteristics under their own
conditions [9].
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2.2 Participants

A total number of 51 parents of children with special needs were included in this study.
Demographic characteristics of the participants are provided in Table 1.

Table 1. Demographic characteristics of the participants

Demographic characteristics f %

Age 20–30
31–40
41–50
51 and above

11
24
14
2

21.5
47.1
27.5
3.9

Total 51 100

Gender Female
Male
Total

39
12
51

76.5
23.5
100

Educational Status Primary school graduate
Secondary school graduate
High school graduate
University graduate
Postgraduate
Total

7
14
16
13
1
51

13.7
27.5
31.4
25.5
2.0
100

Age of the child 1–5
6–10
11–15
Total

19
26
6
51

37.3
51.0
11.8
100

Technological device used frequently by the
child

Tablet
Mobile phone
Computer
Total

20
17
14
51

39.2
33.3
27.5
100

Usefulness of technology in education Yes
No
Total

36
5
51

70.6
29.4
100

According to Table 1, 11 of the participants (21.5%) were between the ages of 20
and 30; 24 of them (47.1%) were between 31 and 40; 14 of them (27.5%) were 41 and
50 and 2 of them (3.9%) were 51 and above. 12 of the participants (23.5%) were male
and 39 of them (76.5%) were female. When educational status of the participants are
examined, it is seen that 7 of the participants were primary school graduate (13.7%); 14
of them were secondary school graduate (27.5%); 16 of them were high school graduate
(31.4%); 13 of them were university graduate (25.5%) and 1 of them has postgraduate
degree (2.0%). Ages of the child were changing between 6 and 15 in which 26 of the
children were between 6 and 10 (51.0%) and 6 of themwere between 11 and 15 (11.8%).
When technological devices used frequently by the child are examined, it is seen that
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tablet (f = 20; 39.2%), mobile phone (f = 17; 33.3%) and computer (f = 14; 27.5%)
were the most frequently used technological devices by the children of the participants.
Results demonstrated that majority of the parents of children with special needs think
that technology is usefulness in education (f = 36; 70.6%).

2.3 Data Collection Tools

Demographic Information Form and two different tools and parents’ attitudes towards
technology and using technology in courses scale was used for data collection. age in
the demographic information form, being mother or father, educational status, age of the
child, technological device used frequently by the child and usefulness of technology in
education.

The scale on parents’ attitudes towards technology and using technology in courses
was originally developed by [10]. The scale included 25 statements and all expres-
sions item is scored on a 5-point scale ranging from “Strongly Agree” (5) to “Strongly
Disagree” (1). The scale consists of 14 positive and 11 negative statements.

2.4 Procedure

Data of the present study were collected in two different special education centers in
Hatay, Turkey. Firstly, all of the familieswere informed about the aims and confidentiality
of the study and parents who accept were invited to participate in the study when they
are available.

2.5 Data Analysis

Data were analyzed with SPSS 20 program. Significance level was considered as p <

.05 in statistical analysis. Percentage, frequency, t-test, one-way ANOVA were used to
analyze data. The score ranges used in commenting the responses to scale are shown in
Table 2:

Table 2. Score intervals

Option Load Interval

Strongly Disagree 1 1.00–1.79

Disagree 2 1.80–2.59

Neutral 3 2.60–3.39

Agree 4 3.40–4.19

Strongly Agree 5 4.20–5.00



Attitudes of Families of Children with Special Needs 187

3 Results

3.1 Descriptive Statistics on the Attitudes of Families of Children with Special
Needs towards Technology and Using Technology in Courses

Table 3. Descriptive statistics on attitudes of families of children with special needs towards
technology and using technology in course scale

Attitude N Number of statements Minimum Maximum Mean SD

Total Scores on attitudes 51 25 2.04 4.76 3.67 .74

Table 3 shows results of the participants on attitudes of families of children with special
needs towards technology and using technology in course scale. It was shown that mean
of total scores is between “Agree” score range. Based on this result, it can be inferred
that attitudes of parents of children with special needs towards technology and using
technology in courses are positive at a moderate level.

3.2 Independent Samples t-test Results for the Technology Attitudes of Parents
with Special needs Children and Using Technology in Courses based
on Gender and Thoughts on the Usefulness of Technology in Education

Table 4. Independent samples t-test results for the technology attitudes of parents with special
needs children and using technology in course based on gender and thoughts on the usefulness of
technology in education

Attitudes towards technology and using
technology in course scale

N Mean SD t p

Being mother or father Father
Mother

12
39

96.50
90.43

18.90
17.67

− .98 .329

Usefulness of Technology in Education Yes
No

36
14

99.47
75.00

14.09
14.90

3.02 .000*

* p < .05

Independent samples t-test was used to figure out if attitudes of participants show sig-
nificant difference based on gender and thoughts on the usefulness of technology in
education. In Table 4, results for the technology attitudes of parents with special needs
children and using technology in course based on gender and thoughts on the usefulness
of technology in education are given. As it can be seen from the table, no significant
difference was obtained between the technology attitudes of parents with special needs
children and using technology in course and being mother and father. In other words,
beingmother and father did not affect attitudes towards technology and using technology
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in courses. In addition, it was revealed that attitudes of parents of children with special
needs towards technology and using technology in courses show significant difference
based on their thoughts on usefulness of technology in education. It is seen that par-
ticipants who think that technology is useful in education have more positive attitudes
towards technology and using technology in courses.

3.3 One-Way ANOVA Results on the Attitudes of Families of Children
with Special Needs towards Technology and Using Technology in Courses
based on Parents’ Educational Status

Table 5. One-way ANOVA results of attitudes towards technology and using technology in
courses based on parents’ educational status

Variable N Mean SD Sum of
Squares

df Mean
Square

F p

Educational
Status

Primary
school
Secondary
school
High school
University
degree
Postgraduate

7
14
16
13
1

89.29
77.29
96.00
104.08
89.00

23.70
12.33
17.16
13.96
18.62

5242.83
12097.2

4
46

1310.70
262.98

4.98 .002*

One-way ANOVAwas used to figure out whether the technology attitudes of parents
with special needs children and using technology in courses differ significantly based
on age, educational status, age of the child, technological device used frequently by the
child. According to the results, only educational status of the parents showed significant
difference on parents’ attitudes towards technology and using technology in courses.
Therefore, only educational status variable is provided in Table 5 in detail. One-way
ANOVA results showed that parents who have university degree scored higher on the
attitudes towards technology and using technology in courses.

4 Conclusion and Suggestions

In conclusion, it was determined that the technology attitudes of parents with special
needs children and using technology in courses are positive at a moderate level. In
addition to this, attitudes of parents showed significant difference based on parents’ edu-
cational status and thoughts on the usefulness of technology in education. The following
suggestions are provided based on the study:

• Awareness on advantages and potential risks of using technology in special education
might be increased among families of children with special needs. Therefore, families
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would be able to support using technology for the benefit of their children with special
needs.

• This study should also be conducted using different research methods such as
qualitative, experimental and phenomenological research design.
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Abstract. In this paper, financial losses and limitations of product quality in
melting of steel caused by human factor have been discussed. It is noted that
loading of charge to furnace, thermic processing ofmelting and producing finished
products are carried out based an experimental way all over the world. Such an
approach does not always allow to choose an optimal variant.

Nowadays, application of fuzzy logic may be considered as an innovative
approach in metallurgy. This approach would serve for both reducing of cost
of steel products and improving of their quality. Thus, realization of artificial
intelligence’s (AI) capabilities with development of special programs on the basis
of fuzzy logic theory in the entire technological chain has been substantiated in the
article. An example of an application of adaptive neuro-fuzzy inference system
(ANFIS) to modeling one process within steel production is provided to illustrate
perspectives of using AI in metallurgy.

Keywords: Metallurgy · Fuzzy logic · Neural network ·Melting · Thermic
processing · Tabulation · Stratification

1 Introduction

One of innovative ways of increasing steel products’ quality and decreasing the cost
is the application of artificial intelligence (AI) in production based on improvement of
their metallurgy technology [1].

In recent years electrometallurgy takes a particular place in high-quality steel
manufacturing. A number of new melting aggregates formed off-furnace processing,
continuous casting devices of steel and new thermic processing technologies.

Melting technologies of steel inmarten furnace and converter already remained in fur-
nace.Nowadays themost productive andqualitative process is significantly characterized
by management of melting, diffusion, purification processes of steel on [2].

Production of qualitative electric steel product meeting all requirements of modern
projects starts from melting process. At the same time, melting process in electric arc
furnace is the most energy-saving process. In that case provision of energy-saving tech-
nology is not based on the full utilization of AI capabilities even in modern furnace
aggregates. Fuzzy logic theory can be considered as one of the basics of innovative
technologies in administration of technological chain from loading of charge (shikhta)
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materials onto furnace to release of steel from furnace. At the same time, AI could play
an important role in thermic processing, last operation after melting, casting and rolling
procedures in attaining required quality of steel products, as well as tubes used for oil-gas
industry. AI-based optimal choice of thermic processing modes (particularly, tabulation
and stratification) and further choice of production mode depending on brand of steel,
creates capabilities for full provision of obligations of producer before consumer [3, 4].

2 An Overview of Steel Melting Process

We consider an issue of application of fuzzy logic theory to process management in
steel melting at “Baku steel Company” LLC. For example, currently melting process in
Baku Steel Company LLC (BSC) is conducted in 60 ton. electric arc furnace (EAF) as
follows: metal shikhta filled in to a special basin is loaded to AEF using bridge crane. On
average, 4 basins are loaded into an alloy depending on quality and thickness of metal
shikhta. Generally, for an alloy melted (release temperature-1620 °C) metal smelting is
implemented under the impact of 55 min’ electric arc.

The data on structure of buckets over a smelting process is shown in Table 1.

Table 1. Melting duration and metal output of buckets

№ Heat
number

I
bucket

II
bucket

III
bucket

IV
bucket

Total
time,
min

Total
weight,
tonTime,

min
Weight,
ton

Time,
min

Weight,
ton

Time,
min

Weight,
ton

Time,
min

Weight,
ton

1 105379 16 21.0 14 17.0 9 17.8 20 12.6 59 68.4

2 105380 13 20.6 9 18.0 13 15.4 23 11 58 65.0

3 105384 14 20.5 11 17.2 9 12.8 21 10 55 60.5

4 105386 13 22.0 10 17.4 11 14.2 22 11.7 56 65.3

5 105387 14 23.4 12 20.0 9 14.8 24 10 59 68.2

6 105388 13 22.6 12 20.1 9 14.7 22 9.9 56 67.3

7 105389 13 22.4 12 20.3 10 14.0 25 9.8 60 66.5

8 105391 14 20.4 14 18.6 11 16.4 19 13 58 68.4

9 105394 15 20.4 13 18.0 12 16.3 22 9 62 63.7

10 105397 13 21.7 10 18.5 9 14.2 28 11 60 65.4

11 105398 13 21.5 10 18.2 10 14.6 20 11.2 53 65.5

12 105399 12 25.2 10 17.4 10 12.5 19 10.2 51 65.3

13 105400 14 24.4 12 16.8 14 13.7 26 12.1 66 67.0

14 105401 14 25.1 13 17.0 14 13.8 23 12.5 64 68.4

15 105402 15 25.3 14 17.2 12 14.0 26 12.7 67 69.2

16 105403 13 24.8 16 17.2 9 14.3 28 11 66 67.3

17 105405 15 25.8 12 17.3 8 14.9 28 10.3 63 68.3

(continued)
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Table 1. (continued)

№ Heat
number

I
bucket

II
bucket

III
bucket

IV
bucket

Total
time,
min

Total
weight,
tonTime,

min
Weight,
ton

Time,
min

Weight,
ton

Time,
min

Weight,
ton

Time,
min

Weight,
ton

18 105408 17 24.6 14 12.8 11 20.0 20 11.2 62 68.6

19 105410 14 24.4 12 20.1 13 15.0 14 9 53 68.5

20 105411 15 24.2 12 18.0 8 15.7 25 10.3 60 68.2

21 105415 14 23.4 11 18.8 13 15.7 24 10.6 62 68.5

22 105416 14 22.4 11 20.6 13 14.0 25 11.2 63 68.2

23 105417 14 23.0 13 20.7 12 14.2 25 10.6 64 68.5

24 105418 12 22.6 12 20.5 11 14.0 25 10.2 60 67.3

25 105420 15 22.3 12 18.6 11 14.7 21 10 59 65.6

26 105421 15 21.8 14 19.4 9 14.0 22 10 60 65.2

27 105422 14 22.0 11 19.6 8 15.0 24 9.6 57 66.2

28 105423 13 21.8 13 20.0 9 14.8 24 10.5 59 67.1

29 105424 11 22.4 11 19.8 9 15.0 23 11 54 68.2

30 105425 12 22.0 13 19.6 11 14.8 25 12 61 68.4

After complete melting of each basin, the process of transferring to the furnace
is carried out on the basis of the decision of the steelmelter. This decision is made
empirically by steelmelter, which mostly leads to extra time and energy losses in the
melt. Thus, the analysis of a large number of alloy passports in the BSC confirms the
overheating of the furnace under 4 min for each alloy.

Loading of the first basin - in this case the basin is transported to the furnace by
crane and loading is carried out. The melting process is based on the experience of
steel melting. He then turns to the steel crane driver to transport the second basin to the
furnace. The crane operator, by his decision, transports the second basin and loads it into
the furnace without saving time.

If the loading and melting processes are optimized, the melting duration can be up
to 9 min [5]. In a 60-ton electric arc furnace, the electric power consumed for melting
per minute is at least 550 kWt× hr. Then it is possible to calculate only the losses in the
consumption of electricity in a smelting carried out by loading four baths with a simple
empirical report (taking into account that we lose four minutes in the total solution):

4× 550 kWT = 2200 kWT

For 22 alloys this electricity loss makes up 2200 kWt × 22 = 48400 kWtt/day.
If factory operates 29 days per month then the loss of electricity will constitute:
48400 kWt × 29 working day (a month) = 1.403.600 kWt/hour.
If we express this loss by manats, then we have:

1403600 kWT · h× 0.09AZN = 126324AZN
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Therefore, annual losses on the melting process conducted through an ordinary habit
experience in factory will be:

1234AZN× 12months = 1515mln.AZN

With the purpose of prevention of these extreme losses it is a more innovative to
carry out decision-making in melting process via AI.

It is also possible to conduct analogical calculations for the other operations of
technological chain of metallurgy.

Baku Steel Company LLC produces a wide range of pipes for the oil and gas industry
of our country and the Russian Federation. The required strength class of these pipes is
provided not only by high-precision melting process, but also by heat treatment process.
The heat treatment process is a complex technological process that involves heating the
finished pipe in a furnace and then cooling it at different speeds [6]. Whether techno-
logical chain consists of tabulation and stratification, then these operations are repeated
several times. Another important point is steel brand on which the pipes are made. Each
steel brand requires the selection of modes according to the strength class in heat treat-
ment. Adherence to these modes is mainly based on the empirical choice of the worker
thermistor, which in often leads to loss of time and energy and reduced quality.

3 Toward an Application of Fuzzy Logic in Modeling of Steel
Melting Process

Now let’s look at the possibility of applying the theory of fuzzy logic to the technological
chain in the example of the same operations.

For example, the exact time of smelting can be determined empirically by performing
several experimental smelting operations in steel production. Based on this information,
it is possible to program the entire technological chain (shikhta, transportation and load-
ing of basins, melting, unloading, etc.). This means that the whole melting process may
be guided by AI. In any case, using the capabilities of fuzzy logic theory, it is possible to
ensure the optimal sequence of the technological chain in metallurgy-smelting technol-
ogy. We believe that such experience will be useful for factories operating in different
countries.

The same ideas mentioned above can be used as an example for heat treatment
technology. It is possible to remove the tensions in the cast-in-workpiece and give them
the required strength class only by heat treatment operations. These operations are both
long-term and highly transitory, so losses are inevitable.

Now addressing these issues from the perspective of fuzzy logic theory. We can
empirically take a different view by optimizing the work of the entire technology chain
of thermal processing in working condition and then programming it as an AI-algorithm.
The complexity here goes beyond creating a program for each steel brand. Of course,
if there is such a program, then the worker can provide information about the brand of
steel only on the computer. In result, there will be no extreme costs and the full quality
of the product will be ensured.
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Let us consider using adaptive neuro-fuzzy inference system (ANFIS) for modeling
dependence between processing time and weight of buckets (the data are given in Table
1). For Bucket I, ANFIS training RMSE is 1.6 and testing RMSE is 1.12. The obtained
fuzzy rules are shown in Fig. 1:

Fig. 1. Fuzzy rules for modeling dependence between time and weight (bucket 1).

The results for the other buckets are shown in Table 2:

Table 2. ANFIS-based modeling results

Bucket No. of rules Training RMSE Testing RMSE

II 2 1.48 1.44

III 2 1.39 0.39

IV 2 0.98 0.88

Thus, the constructed ANFIS-based models for each bucket are of a good accuracy.

4 Conclusion

The use of traditional methods of control in the technological chain of metallurgy causes
to financial loses and limiting capabilities on production of high-quality products. Fuzzy
logic may allow to reduce financial losses and improve the product quality. This can be
done by means of an optimal choice of smelting and heat processing modes in the entire
technological chain of metallurgy. In this paper we considered a problem of modeling
dependence between time of steel processing andweight ofmetallurgy buckets bymeans
of neuro-fuzzy approach. Four ANFIS-based models of good accuracy were constructed
for different buckets.
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Abstract. The smart control design with secured achievement of information-
thermodynamic trade-off interrelations is main goal for quantum self-organization
algorithm of imperfect KB. Quantum genetic algorithm applied on line for
the quantum correlation’s type searching between unknown solutions in quan-
tum superposition of imperfect knowledge bases of intelligent controllers
designed on soft computing. Disturbance conditions of analytical information-
thermodynamic trade-off interrelations betweenmain control qualitymeasures (as
new design laws) discussed. Sophisticated synergetic quantum information effect
in autonomous robot in unpredicted control situations) and swarm robots with
imperfect KB exchanging between “master – slaves” introduced. A new robust
smart controller on line designed from responses on unpredicted control situations
of any imperfect KB applying quantum hidden information extracted from quan-
tum correlation discussed. Within the toolkit of classical intelligent control, the
achievement of the similar synergetic information effect is impossible.

Keywords: Quantum information theory knowledge base · Fuzzy controller ·
PID controller

1 Introduction

According to the definition of modern control problems, the achievement of required
robustness property for a complex ill-defined control object models is possible with
applying the computational intelligence toolkit. The goal of this article is the description
of the applied aspects of developed intelligent design technology of robust knowledge
bases (KB) [1–7] using the information synergy effects of quantum knowledge self-
organization [2] in unpredicted and risky control conditions [5].

Four statements from quantum information theory and quantum thermodynamics are
applied in this developed approach: 1) minimum entropy production rate principle of
the system “control object + intelligent controller” that quadrantes the achievement of
control goal with minimum of work waste in control object and in intelligent controller;
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2)minimum information entropy principle for design intelligent cognitive controller that
required minimum of initial information for intelligent controller action; 3) the amount
of the work wasted on the extraction of hidden quantum information is less than the
amount of work done on the received extracted quantum hidden information; and 4) the
solution problem search of maximum extractable value work identical to a search of
the minimum wasted entropy done on this work extraction [8, 9]. The article task is the
description of the IT-design process a robust sophisticated KB of intelligent cognitive
controller that produce control force that satisfied to these requirements.

2 Imperfect KB Quantum Self-organization Process

The role of specific quantum hidden information effects for smart control design
described in [2]. The amount of hidden quantum information [2–4, 6] extracted from
control classical states considered as the additional information-thermodynamic control
force source.

In systems inspired by nature, robustness is determined by the natural process of
self-organization [1, 2]. The process of quantum self-organization of KBs, in which the
robustness property is achieved, is shown in Fig. 1. Natural evolution consists of the
following stages: 1) creating a template; 2) self-assembling; 3) self-organization (see
level 2 in Fig. 1).

As is known from the theory of quantum computing, each quantum algorithm con-
tains such unitary quantumoperators as interference, superposition, entanglement (quan-
tum oracle) and measurement classical operator (irreversible and used for measurement
of quantum computations). The quantum fuzzy inference (QFI) model is based on the
corresponding quantum operators and accumulates the principles of self-organization.
A quantum self-organization control algorithm, based on QFI, is shown in Fig. 1.

Fig. 1. Quantum search hierarchical structure of self-organization robust KB’s design system.
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2.1 Quantum Self-organization of Imperfect KBs

Todesign robustKBsof a fuzzy controller (FC), the developed self-organization quantum
algorithm (QA) was used in unexpected control situations. Fulfillment of the require-
ments in information-thermodynamic criteria (see Fig. 1, level 3) guarantees the achieve-
ment of the goal of intelligent control with the required level of stability in operational
invariant control. The design process is shown in [2, 4] as follows:

Designed self-organized robust state

Evolution of self-
organization process

Quantum random search

Problem orientation of control object

Correlation type and form

Classical, quantum, mixed
Initial state

"Building"
block

Bio-inspired
states reproduced
by toolkit

(1)

Figure 2 shows the structure of a robust QFI-based intelligent control system (ICS).
Soft computing optimizer toolkit (SCOptKB™, the box “SCO” on Fig. 2) is a design
KBs of fuzzy controllers (see boxes “FC1” and “FC2” on Fig. 2) on learning situations
that can be non-robust (imperfect) in other control situations. The input of the quantum
fuzzy inference (see box “QFI” on Fig. 2) with quantumgenetic algorithm (QGA) extract
a hidden quantum information from imperfect KB responses of two fuzzy controllers
(FC1 and FC2) on unpredicted control errors realized quantum fuzzy controller in on
line without changing production rules numbers of KBs in FC1 and FC2 [1].

In quantum computing, the design of a universal quantum simulator is possible with
classical models [1–7], thus it is possible to represent the calculation model of the QA
in the five stages:

1. Preparation of a classical or quantum initial state |ψout〉
2. Preparing the superposition state: applying Hadamard transforms for the initial state.
3. Applying an entangled operator (quantum oracle) to a superposition state.
4. Applying of the interference operator.
5. Applying of the measurement operator to the result of quantum computations

∣
∣ψfin 〉.

Based on the principle of superposition, a templating mechanism is implemented, as
well as micro- and macro-level information exchange between active agents. Based on
the choice of the type of quantum correlation with the use of a source of communication
and information at the micro level, the process of self-assembling takes place, determin-
ing the level of stability of the KB fuzzy inference. Determining the most significant
parts of the flow of information for control is engaged in the coordination of quantum
oracle, making calculations of the intelligent quantum state. Based on the principle of
interference, the result is extracted, which makes it possible to design a robust KBs in
online.



Imperfect Knowledge Base Self-organization in Robotic 199

Fig. 2. Structure of a robust QFI-based ICS.

Accordingly, for the global optimization of the structures of basic ICS using quantum
computing, quantum deep machine learning algorithms and quantum genetic search, it
is possible to use the quantum gate approach [5, 7]. When implementing the quantum
knowledge algorithm for QFI, the result of a fuzzy processed independently for each
FC, extracts useful information hidden in individual KB. The online control signal is
implemented in all knowledge sets of a fuzzy controller, and the QFI output signal is a set
of PID controller effort coefficients. Thus, the principle of self-organization is realized.

Figure 3 demonstrates quantum algorithmic gate (QAG) for QFI based on QGA. The
entangled state design of operator UF correspond to design of the quantum search algo-
rithm type. On the basis of such principles of quantum information theory as efficient
compression of information (encoding the computational basis {|0 〉, |1 〉} and the forma-
tionof quantumcorrelationbetweendifferent computational bases), splitting information
into classical and quantum components (by Hadamard transformations) and extracting
hidden information (using the process of measuring classical correlation in a quantum
state), it is possible to construct an optimal process for extracting valuable information
from several KBs based on soft computing [6].

Summarizingwhat has been said, theQFI algorithm can be described in the following
steps:

1. Coding: the construction of all normalized states is created |0 〉 and |1 〉 for the current
input values of the gains {kiP(t), kiD(t), kiI (t)} of fuzzy controllers, where the index
is the NR number (or its knowledge base), the probability amplitudes are calculated
|0 〉 and |1 〉 from the corresponding histograms.

2. Choosing the quantum correlation type to construct new values of output con-
trol signals. For example, consider the following type of quantum correlation:
{{k1P(t), k2P(t), k1D(t), k2D(t)} → knewP (t),, where 1 and 2 are KB indices (or corre-
sponding FC). Quantum state |a1a2a3a4 〉 = ∣

∣k1P(t)k2P(t)k1D(t) k2D(t) 〉 is an entangled
state.

3. Construction of a superposition of entangled states.
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Fig. 3. QAG structure of QFI with QGA.

4. Measurement of an intelligent quantumstate: the choice of the state
−→
S = |a1a2a3a4 〉

with maximum probability amplitude |αk |2.
5. Decoding: calculating the output value of the corresponding gain as the norm of the

vector
−→
S in the visual state: knewP (ti) = 1√

2n
√〈a1...an|a1...an〉 = 1√

2n

√
∑n

i=1(ai)
2.

6. Calculation of the denormalized output value of the gain koutputP = knewP (ti) ·
maxKp, k

output
D = knewD (ti) · maxKD, koutputI = knewI (ti) · maxKI .

7. (offline). Searching for robust scaling factors {gainP, gainD, gainI } using GA and
the selected fitness function.

7. (online). Calculation of the actual output value of the corresponding gain, tak-
ing into account the scaling factors found at step 7 (offline): koutputP = knewP (ti) ·
gainP, koutputD = knewD (ti) · gainD, koutputI = knewI (ti) · gainI .

Thus, this quantum control algorithm uses the basic principles of quantum informa-
tion theory, which are useful information resources of QFI. Based on these principles,
it is possible to extract additional hidden information and eliminate the redundancy of
information for the formation of a control action, thereby increasing the stability of the
ICS, providing robustness and accuracy of control in conditions of uncertainty or poorly
formalized description of the external environment. Consequently, the inclusion of sta-
bility in the architecture of the structure of an intelligent control system contributes to
an increase in its efficiency.

3 Benchmark’s Simulation of Smart Control with QFI

In Fig. 4 shows the results of an experiment of control in unexpected situations for
an object “cart-double pole” and a 7 degrees of freedom redundant manipulator. The
experiment compares the different controllers: PID controller, two fuzzy controllers
(FC1, FC2) and three QFI controllers based on different types of correlations: Quantum-
Time (Q-T), Quantum-Space (Q-S), Quantum-Space Time (Q-ST).

In the simulation and experiment, the structure of a robust ICS based on QFI (see
Fig. 2) and QAG (see Fig. 3) was used. Based on the training signal taken directly from
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the control object, using the QCOptKB™ software toolkit, a KB of FC was designed.
An abnormal situation was simulated by a threefold delay in the feedback sensor signal.

Fig. 4. The experiment of control in unexpected situations for an object “cart-double pole” and a
7 degrees of freedom redundant manipulator.

The experimental results show that the accuracy of a quantum controller is more
than 10,000 (see Fig. 4, right side) times higher than that of a controller based on soft
computing. Under conditions of uncertainty, the controller based on soft computing
dramatically increases the control error, thereby failing to achieve the control goal (see
Table 1). Comparison of controllers shows the presence of a synergistic effect of self-
organization in the design of robust KBs based on imperfect KBs of FCs. The control
coefficients of the PID controller are based on the feedback of imperfect KB (see the
“QFI block” in Fig. 2), forming a control action in online. This is achieved by extracting
an additional information resource using QFI in the form of quantum information hidden
in the classical states of the control action as a new control error of the output signal of
an imperfect KB [1, 2].

Remark. In [9–11], a reduced quantum genetic algorithm (RQGA)was proposed, which
is an implementation of a genetic algorithm on a quantum computer. The search proce-
dure for the desired solution is performed in one operation. Structurally, the algorithm
consists of the following steps:

1. Initialization of the superposition of all possible chromosomes.
2. Assessment of the fitness function by operator F.
3. Applying Grover’s algorithm.
4. Using a quantum oracle.
5. Using Grover’s diffusion operator.
6. Evaluation of the solution.
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Table 1. Comparison of the different regulators.

Time, sec Cart motion, cm

PID FC1 FC2 QFI (Q-S) QFI (Q-ST) QFI (Q-T)

1 −1 −1 −1 1 −1 −1

2 5 3 5 5 3 4

3 −35 −4 −26 −4 −2 −3

4 60 5 36 6 4 5

5 – −5 −60 −5 −4 −7

6 – 10 – 5 8 6

7 – −14 – −4 −6 −9

8 – 23 – 4 5 7

9 – −32 – −6 −8 −3

10 – 50 – 9 6 4

11 – – – −9 −4 −7

As can be seen from Fig. 5, after 1000 generations about 70% of spatio-temporal
correlations have the best probability. After 5000 generations, the probability remains
unchanged.
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Fig. 5. The result of the QGA

However, after 200 generations the probability of spatio-temporal correlations
decreases to 60% (see Fig. 6).

The described method is differed from others results described in [7, 8].



Imperfect Knowledge Base Self-organization in Robotic 203
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60

Q-T, 24

Q-S, 16

Fig. 6. The probability of spatio-temporal correlations after 200 generations

4 Conclusion

This paper describes a method for designing intelligent control systems using a quantum
algorithmic gate for quantum fuzzy inference based on a quantum genetic algorithm.
This method in online allows to achieve global sustainability in the face of unforeseen
management situations. Building on the computing power of classical computers, new
types of quantum computational intelligence tools such as quantum and soft computing
are used. The presented QFI model implements a new type of quantum search algorithm
with the introduction of a quantum genetic algorithm,whichmakes it possible to design a
robust ICS with classical nonlinear objects (such objects can be considered as a standard
for testing the effectiveness of an ICS) control in conditions of global instability [4,
6–8, 12]. Such a synergistic effect is achieved using hidden quantum information (as an
additional resource), which obeys only the laws of quantumphysics and has no analogues
in classical physics.
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Abstract. Information Technology (IT) has widely applied in organization to do
services for users. It is reality, that IT investment shouldmeasure before the imple-
mentation and show themaximum result. There are somemethods for determining
the usefulness of an Information Technology investment prior to the application,
however they are not effective. Existing methods partially operate uncertainty
based information, when number of the criteria and alternatives are high. In this
work we use a method for measuring usefulness of IT investment based on fuzzy
type uncertainty. The kernel of this method is Zadeh’s concept for aggregation of
features and method proposed by author. For given study a new effective fuzzy
decision making approach is used. A case of İT investment problem is considered
for showing usefulness and sustainability of the given technique.

Keywords: Fuzzy number · IT investment · Aggregation

1 Introduction

Nowadays all enterprise makes investments in IT. Selection an IT investment which cor-
responds whole obligatory decision-making criteria that needs deep and careful inves-
tigation. In spite of high importance of information technology (IT) investments today
very scarce effective methods for selection IT investment. In [1] authors analyze tech-
niques to utilize for making Information Technology investment agreements, the way for
selecting the technology and giving the reasons for its selection and by which mean the
decision will affect the organization. Using fuzzy logics [2] confirm that the proposed
models are more flexible and computationally efficient compared to the traditional crisp
engineering economics.

In [3] given model determine recognizing profit creation for Information Technol-
ogy investment in governmental organizations. The profit is counted related to decision
makers in the organization.

A literature review for the Evaluation of Information Technology investments in
E-Government is discussed in [4].

In [5] authors discuss express relation between market uncertainty and its affect on
the return of latest IT investment.

[6] is devoted literature analysis about Multi-Criteria Decision-Making Methods in
IT Investment. Authors was comparing 4 methods, such as Priority Order Technique
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based on Ideal with Ideal Solutions (TOPSIS), Analytic Network Process (ANP), Data
Envelopment Analysis (DEA) and Analytic Hierarchy Process (AHP). They found that
from given four techniques, the AHP technique was more productive in IT investment.
IT investment problem is related to a series of criteria and they are characterized by
incomplete, imprecise and uncertain information, high complexity. Under such condi-
tions, classical logic-based point of view is often not satisfactory, approximate reasoning
method-based approach is more effective [7–9].

In this paper we discuss an IT investment problem.
The structure of the paper consists of 5 sections. Basic definitions used in the research

are described in Sect. 2. Section 3 gives information about the statement of problem.
When it comes to Sect. 4 it is related to the suggested approach of fuzzy decision making
approach. An application of the methodology to Investment problem is discussed in
Sect. 5.

2 Preliminaries

The considered issue is addressed through the application of the GroupDecisionMaking
Method. The method suggested by J.Babanli [10] consists of the following steps:

4.1 Establish an expert team for criteria evaluation of alternatives.
4.2 Each expert evaluates each ai alternative on based criteria vector F = (f1, . . . , fn),

so forms a vector f
k
i = (f ki1, ..., f

k
ij , ..., f

k
in)

T .

4.3 For each ai alternative vectors of values given by all experts f
k
i k = 1, ...,K are

aggregated to a vector as:

f i =

K∑

k=1
f ki

K
(1)

Here f i - ai is found based on overall opinion of the expert group. Each component
of f i = (fi1, ..., fij, ..., fin)T . fij is calculated as:

f ij =

K∑

k=1
f kij

K
(2)

4.4 It is calculated the arithmetic mean for every importance group of criteria for each
alternative: ϕl(ai), l ∈ {1, ...,L}, here L-is the number of subgroups.

4.5 Weighted average of values ϕl(ai) is a general aggregated index of the alternative:

Agg(ai) = IG1ϕ1(ai) + . . . . + IGlϕl(ai) + . . . + IGLϕL(ai). (3)

Here, IGl, i = 1, . . . L is the coefficient reflecting the importance of groups.
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4.6 Alternatives ai are ranked on basis of their indices, i = 1, ..., n. For that pur-
pose, Agg(ai) is compared on basis of the distance to the fuzzy number Q, which
represents the highest linguistic term of the scale of estimation.

a1 � a2 if d(Agg(a1),Q) < d(Agg(a2),Q). Here d - is the distance among fuzzy
numbers. Thus, an alternative which has a close distance to the fuzzy number Q is
considered as superior. The distance d is defined as follows:

d(Agg,Q) =
∣
∣
∣
∣
agg1 + 4 ∗ agg2 + agg3

6
− q1 + 4 ∗ q2 + q3

6

∣
∣
∣
∣ (4)

Definition 1. Aggregation of Fuzzy Numbers. Let C1, . . . ,Cm be fuzzy numbers. An
arithmetic mean-based aggregation of fuzzy numbers, C is defined as follows: C =∑m

i=1 Ci
m ,

Definition2. Distance Between Triangular Fuzzy Numbers.
Let C1 = (c11, c12, c13),C2 = (c21, c22, c23) be two triangular fuzzy numbers. A
distance between C1 and C2 is defined as

d(C1,C2) = |P(C1) − P(C2)|,
were

P(C1) = c11 + 4c12 + c13
6

,P(C2) = c21 + 4c22 + c23
6

.

3 Statement of the Problem

Solution of IT investment problem using Fuzzy logic- based approach is the basic goal
of the paper. In this work, A = {a1, . . . , am}, are alternatives and F = (f1, . . . , fn) are
criteria vector.

Value of alternatives is determined by expert group. It shows that, every member of
the expert group evaluates each alternative concerning the criteria provided (Table 1).

Table 1. Preference values of alternatives

f1 … fj … fn

a1 f k11 … f k1j … f k1n

ai f k1i … f kij … f kin

… … … … … …

am f km1 … f kmj … f kmn
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Here, f kij - is the evaluation of k-th expert for i-th alternative and j-th criterion. Criteria
are grouped by importance degree. The considering issue of ranking leads to the search
for an best alternative. So, a* is the best or optimal alternative is found as follow

Agg
(
a∗) = max

a∈A Agg(a), (5)

Here Agg(a∗) is an aggregated index of the alternatives.

4 Application

Let’s discuss the ranking problem of the IT investment. Other possible options are: a1
and a2. Criteria:

f1 - Reducing cost; f2 - Increasing productivity; f3 - Accelerating process; f4 - Reduc-
ing risk; f5 - Increasing revenue; f6 - Increasing accuracy; f7 - Accelerating cash-in;
f8 - Increasing external services; f9 - Increasing image; f10 - Increasing quality; f11 -
Increasing internal services; f12 - Increasing competitive advantage; f13 - Avoiding cost.

Discussed problem was solved on the base of methodology above. A team consists
of 5 experts. Each alternative is evaluated by all experts. The questionnaire was given to
the a1 and a2 applications by expert. For a1 and a2 results of evaluation are represented
in Tables 2 and 3.

Table 2. Values of A1 alternative

N Criteria Expert1 Expert2 Expert3 Expert4 Expert5

1 Reducing cost VG VG G VG G

2 Increasing productivity M M M M G

3 Accelerating process VG VG G VG VG

4 Reducing risk VG VG VG VG VG

5 Increasing revenue M M M L L

6 Increasing accuracy M M G G G

7 Accelerating cash-in M G M M G

8 Increasing external services M M L L L

9 Increasing image M L L L M

10 Increasing quality M M L M M

11 Increasing external services M L M L L

12 Increasing competitive advantages G M M L M

13 Avoiding cost L L M L L
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Table 3. Values of A2 alternative

N Criteria Expert1 Expert2 Expert3 Expert4 Expert5

1 Reducing cost G VG G VG G

2 Increasing productivity M G M M G

3 Accelerating process VG G G VG VG

4 Reducing risk VG VG G VG VG

5 Increasing revenue M M M VL L

6 Increasing accuracy M M G M G

7 Accelerating cash-in M G M G G

8 Increasing external services M M L VL L

9 Increasing image M VL L L M

10 Increasing quality M M L G M

11 Increasing external services M L VG L L

12 Increasing competitive advantages G M M VL M

13 Avoiding cost L L G L L

Criteria vector f i of expert group for each ai alternative are calculated using (2). The
estimation of the criteria are represented by fuzzy numbers according to the codebook
shown in Fig. 1.

Fig. 1. Codebook of the linguistic terms

Using math expression (2), the vector f i is determined. For instance, the determined
values for a1 are:

f1 = VG + VG + G + VG + G

5
= (0.65; 0.9; 1)

f2 = M + M + M + M + G

5
= (0.3; 0.55; 0.8)

f3 = VG + VG + G + VG + VG

5
= (0.7; 0.95; 1)



210 J. M. Babanli

f4 = VG + VG + VG + VG + VG

5
= (0.75; 1; 1)

f5 = M + M + M + L + L

5
= (0.15; 0.4; 0.65)

f6 = M + M + G + G + G

5
= (0.4; 0.65; 0.9)

f7 = M + G + M + M + G

5
= (0.35; 0.6; 0.85)

f8 = M + M + L + L + L

5
= (0.1; 0.35; 0.6)

f9 = M + L + L + L + M

5
= (0.1; 0.35; 0.6)

f10 = M + M + L + M + M

5
= (0.2; 0.45; 0.7)

f11 = M + L + M + L + L

5
= (0.1; 0.35; 0.6)

f12 = G + M + M + L + M

5
= (0.25; 0.5; 0.75)

f13 = L + L + M + L + L

5
= (0.05; 0.3; 0.55)

Results of the a2 as follows:

f1 = G + VG + G + VG + G

5
= (0.6; 0.85; 1)

f2 = M + G + M + M + G

5
= (0.35; 0.6; 0.85)

f3 = VG + G + G + VG + VG

5
= (0.65; 0.91; 1)

f4 = VG + VG + G + VG + VG

5
= (0.7; 0.95; 1)

f5 = M + M + M + L + L

5
= (0.15; 0.35; 0.6)

f6 = M + M + G + M + G

5
= (0.35; 0.6; 0.85)

f7 = M + G + M + G + G

5
= (0.4; 0.65; 0.9)
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f8 = M + M + L + VL + L

5
= (0.1; 0.3; 0.55)

f9 = M + VL + L + L + M

5
= (0.1; 0.3; 0.55)

f10 = M + M + L + G + M

5
= (0.25; 0.5; 0.75)

f11 = M + L + VG + L + L

5
= (0.2; 0.45; 0.65)

f12 = G + M + M + VL + M

5
= (0.25; 0.45; 0.7)

f13 = L + L + G + L + L

5
= (0.1; 0.35; 0.6)

For each alternative ϕ1(ai), ϕ2(ai), ϕ3(ai) values are calculated. The subgroups of
the importance criteria are described in Table 4.

Table 4. Importance rate of criteria

Importance rates Criteria

IR 1
(High)
(0.5 0.55 0.75)

f1
f3
f4

IR 2
(Medium)
(0.2 0.35 0.45)

f2
f6
f7
f12

IR 3
(Low)
(0 0.1 0 .25)

f8
f9
f10
f11
f13
f15

So,

ϕ1(ai) = f1 + f3 + f4
3

ϕ2(ai) = f2 + f6 + f7 + f12
4

ϕ2(ai) = f5 + f8 + f9 + f10 + f11 + f13
6
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Values for a1 as follows:

ϕ1(a1) = (0.7; 0.95; 1)

ϕ2(a1) = (0.325; 0.575; 0.825)

ϕ3(a1) = (0.11667; 0.36667; 0.61667)
Obtained values for a2:

ϕ1(a2) = (0.65; 0.9; 1)

ϕ2(a2) = (0.3375; 0.575; 0.825)

ϕ3(a2) = (0.15; 0.375; 0.61667)
The final aggregate grades for first alternative is calculated using (4): For a1:

Agg(a1) = (0.5; 0.55; 0.75)(0.7; 0.95; 1) + (0.2; 0.35; 0.45)*
∗(0.325; 0.575; 0.825) + (0; 0.1; 0.25)(0.11667; 0.36667; 0.61667) = (0.415; 0.76042; 1)

For the second alternative by the same rule, the final aggregated values were
calculated. The values for a2 are shown:

Agg(a2) = (0.5; 0.55; 0.75)(0.65; 0.9; 1) + (0.2; 0.35; 0.45)(0.3375; 0.575; 0.825)+
(0; 0.1; 0.25)(0.15; 0.375; 0.61667) = (0.415; 0.76042; 1)

Distance between aggregation value of the alternatives and very good are determined
as follows according to (5):

d(Agg(a1), very good) = |0.78868 − 0.95833| = 0.16965

d(Agg(a2), very good) = |0.76715 − 0.95833| = 0.19118

The results obtained are given in Table 5:

Table 5. The rank of alternatives

Alternative d(Agg(a1), very good)

(a1) 0.16965

(a2) 0.19118
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The smallest distance has a higher rank. So, a1 � a2.

5 Conclusion

Fuzzy information based method was applied for solving investment problem. Proposed
approach is based on Zadeh’s idea. Selection IT investment problem consists of 13
criteria that helps to show the relevance of the method. Fuzziness is used for evaluation
criteria and criteria importance. The determined results demonstrate efficiency of the
proposed method.
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Abstract. In this paper, ELECTRE method is applied to supplier selection prob-
lem under Z-valued information. All values of criteria and importance weights are
described by Z-numbers. The obtained results show effectiveness of the approach.

Keywords: Multi-criteria decision making · ELECTRE method · Concordance
matrix · Discordance matrix · Z-number

1 Introduction

Nowadays, supplier selection process is essential for competitive advantage of manufac-
turing organizations [1]. Supplier selection is a multi-criteria decision making (MCDM)
problem. In scientific literature, a number of models and techniques of supplier selection
exist. In [1] a case study of an application of ELECTRE method to supplier selection is
considered. In [2] an investment group’s local acquisition opportunities are estimated by
using ELECTREmethod. Six factors that affect local acquisition alternatives selection in
Turkey are considered: financial performance, technical infrastructure, staff expertise and
others. For estimating the criteria, AHP method is used. The ELECTRE method is used
for ranking the alternatives. An application of fuzzy ELECTREmethod to project selec-
tion is considered in [3]. The goal of work [4] is to compare crisp and fuzzy ELECTRE
methods for supplier selection (for a case of manufacturing company in Turkey).

ELECTRE is one of the methods extensively used to solve MCDM problems. Real-
world problems are usually characterized by both fuzziness and partial reliability of
information. Therefore, Prof. Zadeh introduced the Z-number concept. A Z-number
consists of a pair of fuzzy numbers Z = (A,B), where A is a soft constraint on a value
of a variable of interest, and B is a soft constraint on a value of a probability measure
of A, playing a role of reliability of A. In this article, we apply ELECTRE method to
problem of supplier selection under Z-number-valued information.

The paper is structured as follows. In Sect. 2 we give a prerequisite material used in
the sequel. In Sect. 3, we apply ELECTREmethod under fuzziness and partial reliability
of information. Section 4 concludes.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 Preliminaries

Definition 1 A discrete Z-number [5–8]. A discrete Z-number is an ordered pair
Z = (A,B) where A is a discrete fuzzy number a fuzzy constraint role on values of
a random variable X : X is A. Is a discrete fuzzy number with a membership function
µB : {b1, ..., bn} → [0, 1], {b1, ..., bn} ⊂ [0, 1], playing a fuzzy constraint role on the

probability measure of A: P(A) =
n∑

i=1
µA(xi)p(xi) is B.

Definition 2 Operations over Discrete Z-numbers [5–8]. Assume X1 and X2 are dis-
crete Z-numbers and explain information on values of X1 and X2. Contemplate referring
to Z12 = Z1 ∗ Z2, ∗ ∈ {+,−, ·, /}. This is a computation of A12 = A1 ∗A2 as the initial
stage.

The second stage includes construction ofB12.We put into practice that in Z-numbers
Z1 and Z2, the ‘true’ probability distributions p1, p2 are not known precisely. Contrary,
fuzzy restrictions outlined in terms of the membership functions are available:

µp1(p1) = µB1

(
n1∑

k=1

µA1(x1k)p1(x1k)

)

, µp2(p2) = µB2

(
n2∑

k=1

µA2(x2k)p2(x2k)

)

Probability distributions pjl(xjk), k = 1, .., n infer probabilistic uncertainty over
X12 = X1 +X2. Given any likely pair p1, p2, the convolution p12 = p1 ◦ p2 is calculated
as

p12(x) =
∑

x1+x2=x

p1(x1)p2(x2), ∀x ∈ X12; x1 ∈ X1, x2 ∈ X2.

Given p12s, the value of probability measure of A12 is calculated:

P(A12) =
n∑

k=1

µA12(x12k)p12(x12k).

While p1 and p2 are described by fuzzy restrictions which infer fuzzy set of
convolutions:

µp12(p12) = max{p1,p2:p12=p1◦p2} min{µp1(p1), µp2(p2)}
Uncertainty of information on p12 infers fuzziness of A12 as a discrete fuzzy number

B12. The membership function µB12 is interpreted as

µB12(b12) = maxµp12(p12)

s.t. b12 =
n∑

i=1

µA12(xi)p12(xi)

As a result, Z12 = Z1 ∗ Z2 is obtained as Z12 = (A12,B12).

Definition 3 Fuzzy Pareto optimality (FPO) principle-based comparison of Z-
numbers [7]. Fuzzy Pareto optimality (FPO) principle allows to determine degrees of
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Pareto Optimality of multiattribute alternatives. This principle may be used to compare
Z-numbers as multiattribute alternatives – one attribute measures value of a variable,
the other one measures the associated reliability. According to this approach, by directly
comparing Z-numbers Z1 = (A1,B1) and Z2 = (A2,B2) one arrives at total degrees
of optimality of Z-numbers: do(Z1) and do(Z2). These degrees are determined on the
basis of a number of components (the minimum is 0, the maximum is 2) with respect
to which one Z-numbers dominates another one. Z1 is considered higher than Z2 if
do(Z1) > do(Z2).

3 Statement of the Problem and a Solution

Let us consider MCDM problem under Z-number-valued information. The textile com-
pany placed in the Bursa textile industrial area produces shirts [9]. For the company,
customer satisfaction, quality and pricing issues are important. Thus, choosing the sup-
plier is strategically significant for the company [9]. Such decision problems are charac-
terized by uncertain information. In view of this, we consider application of ELECTRE
method to problem of supplier selection under Z-information. There are three supplier
alternatives f1, f2, f3 and five criteria c1, c2, c3, c4, c5.

Let us solve supplier selection problem by using the algorithm of the ELECTRE
method under Z-number-valued information.

At the first step, we construct Z-number-based decision matrix. The criteria values
and importance weights are described by Z-numbers fij = (Aij,Bij) (Tables 1 and 2).

Table 1. Z-number-valued decision matrix

c1 c2

f1
{
0/
0.82

1/
0.96

0/
0.99

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0, 76

1/
0.92

0/
0.99

}{
0/
0.8

1/
0.9

0/
1

}

f2
{
0/
0.56

1/
0.76

0/
0.92

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0.36

1/
0.56

0/
0.76

}{
0/
0.8

1/
0.9

0/
1

}

f3
{
0/
0.71

1/
0.88

0/
0.98

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0.44

1/
0.64

0/
0.84

}{
0/
0.8

1/
0.9

0/
1

}

c3 c4

f1
{
0/
0.76

1/
0.92

0/
0.99

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0.69

1/
0.89

0/
0.99

}{
0/
0.8

1/
0.9

0/
1

}

f2
{
0/
0.36

1/
0.56

0/
0.76

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0.36

1/
0.56

0/
0.76

}{
0/
0.8

1/
0.9

0/
1

}

f3
{
0/
0.44

1/
0.64

0/
0.84

}{
0/
0.7

1/
0.8

0/
0.9

} {
0/
0.58

1/
0.78

0/
0.94

}{
0/
0.8

1/
0.9

0/
1

}

c5

f1
{
0/
0.69

1/
0.89

0/
0.99

}{
0/
0.7

1/
0.8

0/
0.9

}

f2
{
0/
0.42

1/
0.62

0/
0.82

}{
0/
0.7

1/
0.8

0/
0.9

}

f3
{
0/
0.18

1/
0.38

0/
0.58

}{
0/
0.7

1/
0.8

0/
0.9

}
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Table 2. Importance weights of criteria

Criteria Weights

C1 Quality
{
0/
0.2

1/
0.23

0/
0.24

}{
0/
0.8

1/
0.9

0/
1

}

C2 Pricing
{
0/
0.15

1/
0.2

0/
0.23

}{
0/
0.8

1/
0.9

0/
1

}

C3 Delivery time
{
0/
0.18

1/
0.22

0/
0.24

}{
0/
0.8

1/
0.9

0/
1

}

C4 Technology
{
0/
0.14

1/
0.18

0/
0.22

}{
0/
0.8

1/
0.9

0/
1

}

C5 Flexibility
{
0/
0.12

1/
0.17

0/
0.21

}{
0/
0.8

1/
0.9

0/
1

}

At the second step, we calculate weighted normalized decision matrix as follows
[10]:

Yij =

⎡

⎢
⎢
⎢
⎣

w1f11 w2f12 ... wnf1n
w1f21 w2f22 ... wnf2n
· · · · · · · · · · ··
w1fm1 w2fm2 · · · wnfmn

⎤

⎥
⎥
⎥
⎦
and

n∑

j=1

wij = 1. (1)

The obtained results are given in Table 3.

Table 3. Z-valued weighted normalized decision matrix

C1 C2

y1
{
0/
0.16

1/
0.22

0/
0.24

}{
0/
0.59

1/
0.73

0/
0.84

} {
0/
0, 11

1/
0.18

0/
0.23

}{
0/
0.66

1/
0.81

0/
0.94

}

y2
{
0/
0.11

1/
0.17

0/
0.22

}{
0/
0.59

1/
0.73

0/
0.84

} {
0/
0.05

1/
0.11

0/
0.17

}{
0/
0.66

1/
0.81

0/
0.94

}

y3
{
0/
0.14

1/
0.2

0/
0.24

}{
0/
0.59

1/
0.73

0/
0.84

} {
0/
0.07

1/
0.13

0/
0.19

}{
0/
0.66

1/
0.81

0/
0.94

}

C3 C4

y1
{
0/
0.14

1/
0.2

0/
0.24

}{
0/
0.59

1/
0.73

0/
0.86

} {
0/
0.1

1/
0.16

0/
0.22

}{
0/
0.66

1/
0.82

0/
0.93

}

y2
{
0/
0.06

1/
0.12

0/
0.18

}{
0/
0.59

1/
0.73

0/
0.86

} {
0/
0.05

1/
0.1

0/
0.17

}{
0/
0.66

1/
0.82

0/
0.94

}

y3
{
0/
0.08

1/
0.14

0/
0.2

}{
0/
0.59

1/
0.73

0/
0.86

} {
0/
0.08

1/
0.14

0/
0.21

}{
0/
0.66

1/
0.82

0/
0.93

}

C5

y1
{
0/
0.08

1/
0.15

0/
0.21

}{
0/
0.58

1/
0.73

0/
0.9

}

y2
{
0/
0.05

1/
0.1

0/
0.17

}{
0/
0.59

1/
0.73

0/
0.9

}

y3
{
0/
0.02

1/
0.06

0/
0.12

}{
0/
0.58

1/
0.73

0/
0.9

}
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At the third step, we construct concordance and discordance sets as follows [10]:

Cab = {
j
∣
∣yaj ≥ ybj

}; Dab = {
j
∣
∣yaj < ybj

}
a, b ∈ {fi : i = 1, ...,M }.

The obtained results are:
C12 = {1, 2, 3, 4, 5}, C13 = {1, 2, 3, 4, 5}, C21 = {∅}, C23 = {5}, C31 = {∅},

C32 = {1, 2, 3, 4};
D12 = {∅}, D13 = {∅}, D21 = {1, 2, 3, 4, 5}, D23 = {1, 2, 3, 4}, D31 =

{1, 2, 3, 4, 5}, D32 = {5}.
In the next step,we calculate of the concordance and discordancematrices as follows:

Cab =
∑

j∈Cab

wj, C =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

− c12 . . . c1m
c21 − · · · c2m
...

...

cm1 cm2 . . . −

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

;

dab =
max
j∈Da,b

∣
∣vaj − vbj

∣
∣

max
j

∣
∣vaj − vbj

∣
∣
, D =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

− d12 . . . d1m
d21 − · · · d2m
...

...

dm1 dm2 . . . −

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

.

The obtained results:

C =
∣
∣
∣
∣
∣
∣

− (0.79 1 1.14)(0.43 0.64 0.85) (0.79 1 1.14)(0.43 0.64 0.85)
− − (0.12 0.17 0.21)(0.8 0.9 1)
− (0.58 0.83 1.02)(0.37 0.59 0.85) −

∣
∣
∣
∣
∣
∣

D =

∣
∣
∣
∣
∣
∣
∣

− − −
(0.04 1 22.5)(0.33 0.52 0.78) − (0.06 1 16)(0.35 0.53 0.76)
(0.06 1 15.8)(0.3 0.42 0.7) (0.03 1 21.4)(0.25 0.44 0.73) −

∣
∣
∣
∣
∣
∣
∣

At the fifth step we determine dominant concordance matrix:

c = 1

M (M − 1)

∑

a∈{fi},a 	=b

∑

b∈{fi},a 	=b

cab,

c = 1

3(3 − 1)
· ((0.79 1 1.14)(0.43 0.64 0.85) + (0.79 1 1.14)(0.43 0.64 0.85)

+(0.12 0.17 0.21)(0.8 0.9 1) + (0.58 0.83 1.02)(0.37 0.59 0.85))

= (0.38 0.5 0.585)(0.13 0.3 0.67)

Here c is the critical value, which can be determıned by average dominance index. Thus,
a Boolean matrix (Q) is given by:

{
qab = 1 if cab ≥ c

qab = 0 if cab < c
, Qa,b =

⎛

⎜
⎝

0 1 1

0 0 1

0 1 0

⎞

⎟
⎠.
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In the sixth step we determine dominant discordance matrix. The preference of
dissaticfaction can be measured by discordance index:

d =
m∑

a=1

m∑

b

d(a, b)/m(m − 1),

d = 1

3(3 − 1)
· ((0.04 1 22.5)(0.33 0.52 0.78) + (0.06 1 16)(0.35 0.53 0.76)

+(0.06 1 15.8)(0.3 0.42 0.7) + (0.03 1 21.4)(0.25 0.44 0.73))

= (0.03 0.67 12.62)(0.02 0.1 0.38)

Based on the discordance index, the discordance index matrix (G) is as follows:

{
g(a, b) = 1 if d(a, b) ≤ d

g(a, b) = 0 if d(a, b) > d
G(a, b) =

⎛

⎜
⎝

1 1 1

0 1 0

0 0 1

⎞

⎟
⎠.

In the next step, we calculate the aggregate dominance index matrix:

e(a, b) =
⎛

⎜
⎝

0 1 1

0 0 1

0 1 0

⎞

⎟
⎠ ×

⎛

⎜
⎝

1 1 1

0 1 0

0 0 1

⎞

⎟
⎠ =

⎛

⎜
⎝

0 1 1

0 0 0

0 0 0

⎞

⎟
⎠.

Matrix E provides the order of choice, that is, if e(a, b) = 1 then alternative a is a better
choice than b. So, the row of Ematrix which has least amount of e= 1will be eliminated.
Thus, the best alternative is f 1.

4 Conclusion

In this paper we apply ELECTRE method to supplier selection problem under Z-valued
information. The calculation of concordance and discordance matrices is described. The
obtained results demonstrate applicability of this approach.
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Abstract. Today, the importance of foreign language teaching and learning has
increased, countries have participated in the race to teach their language as a for-
eign language. In this study is evaluated teacher competencies through students
perceptions of teaching Russian as a foreign language. A 5-point Likert style ques-
tionnaire having 21 items was applied to measure the opinion of the international
students taking Russian as a foreign language. Results of measurement are eval-
uated using the fuzzy-logic approach. This approach reduces a subjective error
introduced by survey participants in the process of measurement and to grades the
competency of each teacher individually.

Keywords: Teaching Russian · Foreign language · Teacher competencies ·
Fuzzy logic evaluation

1 Introduction

The 21st century has witnessedmany rapid developments and changes in many areas. As
the needs of societies change, it needs to be restructured. It has become imperative for
societies to keep up with these needs. Foreign language education, a long-term process,
imposes some duties and responsibilities on language trainers and learners [1]. Care
should be taken to select and usematerials following the criteria of teachingmethods and
theories to develop basic language skills. Many activities, including cognitive processes,
assessment and evaluation stages, play an essential role in developing basic language
skills. “The specific goals of people (and groups) who want to learn a language may
differ from each other, but the general goals in teaching a foreign language- to be able to
understand, read and speak the foreign language taught correctly; furthermore, to develop
positive attitudes towards the counterculture, literature, art and science and become able
to understand the elements of this culture; verbal andwritten communication in the target
language [2].
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The teachers’ professional competence is understood as a complex integrative educa-
tion, including a set of professionally significant knowledge, skills and abilities, personal
qualities, specific ways of thinking and an understanding of responsibility.

The teacher’s professional competence who teaches Russian as a foreign language
(RFL) is the possession of professional significant knowledge, skills, and abilities that
ensure the effectiveness of language education at university [3]. In this context, it is
crucial using of the efficiency of the cognitive and brain-based approaches in teaching
RFL [4].

In the structure of the professional competence of anRFL teacher, the following com-
petencies can be distinguished: Socio-linguistic, Communicative, literature, Sociocul-
tural, Social, Methodological, Psychological, Pedagogical, Personal and Technological
competencies.

The professional competence of a faculty member is one of the important factors that
determines the quality of education. Many studies [5, 6] have been shown that “Students
are the recipients of educational services and should therefore measure the quality of the
output”. The measurement of the quality of education through students perception has
been applied in many countries. Therefore, it is important to measure student perception
for evaluation the teacher competencies. teacher, who teaches Russian for foreigner.

In [7] is developed a highly reliable scale for measuring teaching effective-
ness through student perception. In [8], the authors considered the impact of the
teaching-learning process on student perception in teaching Turkish to foreigners.

Literature analysis of all studies mentioned above shows that published papers use
statistical approaches to find the relationship between teacher competence and student
perception.

Li in [9] developed a fuzzy Likert scale with high precision measurements compared
to the traditional Likert scale.

In [10] developed fuzzy the Likert scale with high precision by applying fuzzy logic,
based on fuzzification of survey participants opinion, validity and discrimination of
each question. In [11] is considered the application of fuzzy logic in educational and
psychological researches. The efficiency of the Likert scale is improved by using the
Z-number approach in [12].

2 Set of Problem

This study aims to the fuzzy-logic evaluation of the teachers’ competencies teaching
Russian to foreigners according to student perceptions. In the study, teacher compe-
tencies were investigated for the teaching-learning process (teaching profession). The
authors adapted the questionnaire used to measure the students’ perception.

The conceptual model establishing a relationship between the teaching-learning pro-
cess and students’ perception based on the fuzzy logic approach is given in Fig. 1.
This model shows a link between the teacher competence defined by the quality of the
learning-teaching process and student perceptions.

Data, which are collected via questionnaires, have been evaluated using the fuzzy
logic approach.
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Student

perception

Teaching-learning 

process

Fuzzy logic evaluation

Fig. 1. Conceptual model of the study

3 Methodology

In the research it is used a survey technique (see Table 1) involving 21 items (questions)
as a data collection tool. The participants were 50 overseas students in 3rd and 4th years
from Turkey, the Middle East and African countries studying at the faculty of Tourism
and Hotel Management of the Near East University of North Cyprus. The data were
measured using a 5-point Likert-type scale (1-Strongly Disagree, 2—Agree, 3-Neither
agree nor disagree, 4-Disagree, 5-Strongly Agree).

Table 1. Questionnaire-competencies for the learning-teaching process/teaching Russian

Questions 1 2 3 4 5

1 Knows and applies for the Russian teaching method as a foreign
language

2 Competences about the comprehension and expression of language
skills

3 Using the Russian as the predominant means of the classroom
communication

4 Encouraging students to speak Russian beginning on the first-day of
class

5 Using activities and assignments that draw learners’ attention to
specific grammatical features

6 Competence in communicative language

7 Proficient tat working with small and large group

8 Providing opportunities for students to speak in the lesson

9 Using technology effectively

10 Motivate students in the learning process

11 Know at least one foreign language as an instrument of language

12 Giving clear, understandable classroom instructions

13 Using textbooks and teaching materials effectively

(continued)
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Table 1. (continued)

Questions 1 2 3 4 5

14 Interacts satisfactorily with the students

15 Using the teaching materials that support teaching apart from the
textbook

16 Using activities and assignments that draw students’ attention

17 Using recast (correct reformulations of students’ speech) as a preferred
method of corrective feedback

18 Using drama and poem to strengthen teaching

19 Using didactic and educational games to reinforce the teaching process
in lessons

20 Prepares and directs discussion environments to reinforce classroom
teaching

21 Competences related to the evaluation and assessment of the students

The fuzzy-logic evaluation of the data is based on the structure shown in Fig. 2.

Creating code book of Linguis-

tic variables

Calculation of Acceptance De-

gree  Adi for each item

Association Adi with linguistic 

values

Fuzzification of input data

Computing the mean  Xav of the 

membership function of questionnaire 

items 

Fig. 2. Fuzzy logic evaluation steps
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4 Results

Fuzzy evaluation of the teacher competency is based on the approach given in [13].
Step 1. Fuzzification of the input variable.
For fuzzification of input variables as used the trapezoidal membership functions

with the degree of acceptance: “Strongly Agree” -1, “Agree” -2, “Neither agree nor
disagree” -3, “Disagree” -4, “Strongly Disagree” is shown in Fig. 3.

0
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0.6
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8
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Fig. 3. Graphically representation of linguistic variable

Step 2. Creating the codebook for a linguistic variable given in Table 2.

Table 2. Codebook for linguistic variable

Scale Level Trapezoid MF value

1 Strongly Disagree 1/0, 0.5/0.05, 0/0.1

2 Disagree 0/0.05, 1/0.15, 1/0.25,0/0.35

3 Undecided 0/0.3, 1/0.4, 1/0.5, 0/0.6

4 Agree 0/0.55, 1/0.65, 1/0.75, 0/0.85

5 Strongly Agree 0/0.8 1/0.9, 1/1, 1/1

Step 3. Calculate the value of the Acceptance degree based on the survey results.
For each question, the crisp value of Degree of Acceptance (Ad) is calculated according
to the following rules:

if Xi−yes �= Xi−no then Adi = Xi−yes − Xi−no, otherwise 0. (1)

Then obtained values of Acceptance degree are normalized according to this formula

Adi_norm = Adi

|max{Adi, . . . ,Adn} − min{Adi, . . . ,Adn}| (2)
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Table 3. The linguistic values of degree of acceptance

N Questions Adi_norm Degree of acceptance

X1 Knows and applies for the Russian
teaching method as a foreign language

0,45 Neither agree nor disagree

X2 Competences about the comprehension
and expression of language skills

0, 72 Agree

X3 Using the Russian as the predominant
means of the classroom

1.00 Strongly agree

X4 Encouraging students to speak in Russian
beginning on the first day of class

0,42 Neither agree nor disagree

X5 Using activities and assignments that
draw learners’ attention to specific
grammatical features

0,06 Disagree

X6 Competence in communicative language 0,56 Agree

X7 Proficiency to work with a small and
large group

0,65 Neither agree nor disagree

X8 Providing opportunities for students to
speak in the lesson

0,67 Agree

X9 Using technology effectively 0,35 Disagree

X10 Motivates students in learning process 1,00 Strongly agree

X11 Knowing at least one foreign language as
an instrument language

0,46 Neither agree nor disagree

X12 Giving clear, understandable classroom
instructions

0,67 Agree

X13 Using textbooks and teaching materials
effectively

0.72 Agree

X14 Interacts satisfactorily with the students 0,68 Agree

X15 Using the teaching materials that support
teaching apart from the textbook

0,31 Disagree

X16 Using activities and assignments that
draw students attention

0.45 Neither agree nor disagree

X17 Using recast (correct reformulations of
students speech) as a preferred method of
corrective feedback

0,87 Disagree

X18 Uses drama and poem to strengthen
teaching

1.00 Strongly agree

X19 It makes use of didactic and educational
games to reinforce the teaching process
in lessons

0.52 Neither agree nor disagree

X20 Prepares and directs discussion
environments that reinforce classroom
teaching

0,48 Neither agree nor disagree

(continued)
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Table 3. (continued)

N Questions Adi_norm Degree of acceptance

X21 He/she is competent related to the
evaluation and assessment of the students

0.41 Agree

where n = 1,20, and for scale [0,1]

Adi_final = Adi_norm + ∣
∣min

{

Ad1norm , . . . ,Adnnorm

}∣
∣

Step 4. Then, based on the results obtained in Step 2 (Adfinal), the linguistic values
of the Degree of Acceptance are outlined for every question, and therefore the following
table is created:

It is plain that some values of Adi_final may be assigned concurrently to two overlap-
ping fuzzy sets. For example, Ad3_final can belong each- to “Undecided” and to “Dis-
agree”, Ad8_final - each to “Undecided” and to “Disagree”, Ad 16_final - each “Undecid-
ed” and to “Disagree”, Ad 20_final - each to “Undecided” and to “Disagree”. Ultimately,
associating to a fuzzy set is decided through by the higher value of the membership
function.

Step 5. The overall Degree of Acceptance is calculated as the mean value of of the
linguistic variables [13].

For n trapezoidal fuzzy numbers (ai,bi,ci,di), i = 1,…,n the average value is:

Xavg =
(
1

n

∑n

1
ai,

1

n

∑n

1
bi,

1

n

∑n

1
ci,

1

n

∑n

1
di

)

(3)

With this formula we get the Xavg = (0.5, 0.59, 0.68, 0.75), which corresponds to
linguistic value “Agree”.

For arithmetic mean, Adi = 0.61, which also relates to the linguistic meaning of
“Agree”.

5 Conclusions

The quality of the teaching-learning process is one of the important dimension related
to teacher competencies. In the study is developed a fuzzy logic model for evaluating
teacher competencies measured through student perception.

Applying the fuzzy logic evaluation in the present study enables handling subjective
measurement errors of the survey participants. Moreover, it offers the possibility to
evaluate the teaching-learning process individually. Results of this research can be used
for individual scoring of teachers competencies.

This model postulates that if teacher competency is higher, the greater its impact on
students perceptions.

In the paper, students perception is analyzed using one important dimension
(learning-teaching process). In real cases, teachers competencies can be defined in the
areas such as subject area/subject area knowledge, program and content knowledge and
tracing and assessing skills. Results obtained in this study can be extended for defining
students perceptions in the multidimensional cases.
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Abstract. This study investigates the possibility of load balancing handling in
an Exascale environment by application of matching algorithms, rather than a
Hungarian algorithm to the definition of similarities between computing system
structure after and before dynamic and interactive event occurrence, which is the
most important benchmark of Exascale environment. To illustrate the relations
between the processes and also resources at two consecutive time moments was
used bipartite graph. These graphs can be extended to Bayesian belief networks
and by using statistical inferencemethods it is possible to optimize load balancing.
Was found a way for designating the optimal machine for execution of the given
task, guiding by optimal load balancing solution at the previous time. A suitable
bipartite graph maximum matching algorithm was applied for the definition of an
optimal mapping between requests and machines after calculating the distances –
similarities between resources and requests vectors in two consecutive periods.
Considering the uncertain nature of the process was proposed to use fuzzy graphs
for getting better results.

Keywords: Exascale systems · Load balancing · Dynamic and interactive event ·
Fuzzy graphs

1 Introduction

Research on optimization of load balancing in high performance computing systems by
application of different algorithms has met great success. Representation of nodes and
tasks in distribution systems as vertices of graph models has been widely adopted for
the definition of the optimal assignment between processes and machines [1–8].

Proposed methods for task scheduling in distributed systems for both static and
dynamic load balancing have been used formany years in the field of distributed systems.
A challenging problem that emerges in this situation is uncertainty in the behavior of
the computing system related to modification of resource attributes and process require-
ments after dynamic and interactive (D&I) event occurrence. Divergence of hardware
requirements and also heterogeneity of tasks make it difficult to handle load balancing
in the Exascale environment [9–20].

One of the simplest ways for managing load balancing in the Exascale environment
is representing computing system structure by graph models. There is previous research
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R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 229–236, 2022.
https://doi.org/10.1007/978-3-030-92127-9_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_33&domain=pdf
http://orcid.org/0000-0001-6499-4110
http://orcid.org/0000-0002-0871-2657
https://doi.org/10.1007/978-3-030-92127-9_33


230 A. R. Aliev and N. T. Ismayilova

using a bipartite graph modeling approach for handling static load balancing problems
by characterizing vertex sets as resource attributes and process requirements of the
distributed system [21, 22]. However, the solution of the optimization problem for tasks
assignment tomachines in anExascale environment by utilization ofmaximummatching
algorithms remains an open problem in this field.

Hence, we have analyzed the opportunity of application of bipartite graph model to
dynamic load balancing in Exascale environment and investigated whether information
about assignment between the nodes of the computing system at the initial time can
be useful for handling load balancing at the current time moment. Our research aims
to find the maximum matching between process requirements (resource attributes) at
two consecutive time moments by calculating similarities between them. Ways for the
definition of optimal assignment between the nodes of the computing system and tasks
were investigated based on the solution of optimized load balancing at the previous time.

Possibility of dissimilarity or partial similarity between assignments of the requests to
resources on two consecutive timemoments causes to use an alternative approach. In this
work, we suggest applying fuzzy graphs for measuring similarities between matchings
in two consecutive time moments for the distributed computing system.

2 Literature Review

There have been numerous studies to investigate optimizing load balancing in distributed
systems such as cloud computing, grid computing, peer-to-peer computing systems
which have been successfully applied in practice.A series of recent studies have indicated
that load balancing in cloud computing can be solved by using algorithms for network
optimization, task scheduling, optimal strategies from games theory, genetic algorithms,
etc. [1–3].

A large number of existing studies in the broader literature have been examined grid
load balancing systems, where computational nodes are characterized by heterogeneity,
dynamicity, and so on [4–8]. Severalmethods reported in literature addressed to optimize
the distribution of items to nodes in distributed hash tables in P2P systems [9–11].

The heterogeneous and dynamic nature of Exascale computing systems complicates
the solution of systemmanagement, job scheduling, and load balancing problems, which
requires dynamic and adaptive solution mechanisms by implementing load balancing in
all levels of the computing platform [12, 13].

Several theories have been proposed to obtain an optimal load balancing scheme
in heterogeneous distributed systems, some focusing on static load balancing others
on job scheduling in the dynamic environment from different points of view [14–18].
Advantage of the method introduced by Catalyurek et al. [18] for distribution of the data
among processors based on hypergraph partitioning is that, this method decreases the
repartitioning time, finds optimal load balancing for the new data, and reduces costs for
data migration and node communication [19].

However, the existing research has many problems in finding the best assignment
between processes and resources of the distributed system in the Exascale environment
after the D&I event occurring. The previous studies propose different methods and algo-
rithms for dynamic load balancingwhich are usually problematic to load balancing under
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the diversity of hardware capabilities of the computing system and dynamic complexion
of executing processes [20, 21]. One of the tough challenges disturbing scientists in this
field is establishing an efficient algorithm for dynamic load balancing related to both
resource attributes and process requirements dynamicity and heterogeneity.

This was a productive solution to apply matching algorithms for weighted and
unweighted bipartite graphs, where was defined the optimal matching between the tasks
and computational machines in distributed systems [22]. Satisfactory results of solution
of the problem using matching algorithms in bipartite graphs for system management
in high performance computing systems demonstrate the efficiency of using bipartite
graph models for optimization of load balancing in Exascale environment. This paper
addresses the finding of optimal matching in bipartite graphs, where vertex sets con-
tain process requirements (resource attributes) at the current time and at the initial time
connected with edges weighted by similarities of these vectors.

3 Proposed Method

The main problem of load balancing in the Exascale environment is the modification of
process requirements and resource attributes after the D&I event occurring. In this case,
load balancing should regularize the system, assign processes to resources in an optimal
way, in the condition that resource usage must be 100%.

For determining the optimal assignment for load balancing it is possible to use the
assignment of processes to resources at the previous step. Let’s assume that, at the time
moment t0 load balancing has assigned processes to resources in an optimal way. Process
requirements at this moment are

PR0
j = < PR0

j1; PR0
j2; . . . ; PR0

jL >

where L – is the number of parameters of process requirements vector, j = 1, …, n and
n is the number of processes and resource attributes is represented by the following
expression:

RA0
i = < RA0

i1; PR0
i2; . . . ; PR0

iK >

where K – is the number of parameters of resource attributes vector, i = 1, …, m and m
is the number of resources. After the D&I event occurrence new process requirements
and resource attributes vectors appear PR1

q and RA
1
h, where q= 1, …, Q, Q is the number

of processes after the D&I event occurred and h = 1, …, H, H – is the number of
corresponding resources:

PR1
q = < PR0

q1; PR0
q2; . . . ; PR0

qL >

RA1
h = < RA0

h1; PR0
h2; . . . ; PR0

hK > .

For assignment of the processes to resources after the D&I event occurred it is
possible to use the mapping between the domain and the range of load balancing at
the previous step. From this perspective, we can define relations between the process
requirement vector at the current time and the previousmomentPR0

j andPR
1
p, identically
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between the vectors RA0
i and RA1

h. It is attainable to represent this process by bipartite
graphsG1(U1,V1,E1) andG2(U2,V2,E2), where theU1 vertices set represents process
requirements at the time moment t0 and V1 the set represents process requirements at
the time moment t1, correspondingly PR0

j and PR
1
p. Similarly, U2 vertices set represents

resource attributes at the time moment t0 and V2 the set represents resource attributes at
the time moment t1, correspondingly RA0

i and RA
1
h. In each graph edge sets, E1 and E2

are regarded as connections between the vertices sets. Let’s consider that, given graphs
are weighted graphs. As weights, it is credible to use the similarities between mentioned
vectors, PR0

j and PR1
p. Similarities can be defined as Euclidean distance between these

vectors:

DPR(PR0
j ;PR1

p) = 1√
n

√∑L

l=1

(
PR0

jl − PR1
pl

)2
, (1)

analogously

DRA(RA0
i ;RA1

h) = 1√
m

√∑K

k=1

(
RA0

ik − PR1
hk

)2
(2)

Calculation of these distances, more clearly the similarities between process require-
ments at the initial time and at the time after D&I occurred, also between resource
attributes at the initial time and current time provide information about weights of edges
in the bipartite graph (Fig. 1).

Fig. 1. Matching between resource attributes and process requirements at two consecutive
moments

Let’s assume that, number of processes afterD&Ioccurring is greater than the number
of processes at the previous timemoment, i.e. n ≥ P. Similarly, the quantity of processes
after the D&I event occurring is larger than the number of processes at the previous time
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moment, i.e. m ≥ H . Matrices contained distances calculated by Eq. 1 and Eq. 2 are the
adjacency matrices of mentioned bipartite graph.

Application ofHungarian algorithm for finding optimalmatching betweenvertex sets
of amentioned bipartite graph,more accurately definition of the best assignment between
processes and resources in Exascale computing environment is the most appropriate
method; hence adjacency matrix needs to be square, with the same number of rows and
columns. Addition n-P number of zero rows at the end converts the matrix to symmetric:

DPR =
P

⎧⎪⎪⎨
⎪⎪⎩

d11 d12 . . . d1n
d21 d22 . . . d2n

. . .

dQ1 dQ2 . . . dQn

n − Q

⎧⎨
⎩
0 0 . . . 0

. . .

0 0 . . . 0

(3)

here DPR is the adjacency matrix of the bipartite graph. In this graph vertex sets cor-
respond to process requirements at the initial time and process requirements after D&I
occurrence. Elements of the matrix represent the weights of edges in the graph, more
accurately similarities between mentioned vectors computed by the Eq. 1.

DRA =
H

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d̃11 d̃12 . . . d̃1m
d̃21 d̃22 . . . d̃2m

. . .

˜dH1 ˜dH2 . . .˜dHm

m − H

⎧⎨
⎩
0 0 . . . 0

. . .

0 0 . . . 0

(4)

DRA – is an adjacency matrix of weights related to edges between the vertex sets of
bipartite graph which represents resource attributes vectors at the initial time and cur-
rent time. Elements of the matrix are regarded as similarities between process attribute
vectors at two consecutive time moments. Following these operations application of the
Hungarian algorithm is used for finding optimal matching between process requirements
and resource attributes.

After the definition of sequences of optimal elements in each row and each column
of the matrices DPR and DRA which corresponds to the maximum sum of weights in
the adjacency matrix (maximum sum of similarities between process requirements vec-
tors and resource attributes vectors at two consecutive time moments) via Hungarian
algorithm application, optimal assignment for the domain, and range of load balancing
becomes manageable. Determined element in the first row of the matrix DPR is d1i∗
indicates that the first process after the D&I occurring has the optimal similarity with
the i*th process for the moment before D&I occurring. On condition that i*th process
for the moment before D&I occurring was executed on j*th resource, found the element
of the j*th column in the matrix DRA after application of Hungarian algorithm gives
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the number of the resource at the current time related to the best assignment for the 1st

process after D&I occurring, i.e. if the searched element in the j*th column of the matrix
DRA is ˜dh∗j∗ , the then satisfied resource is the h*th resource.

Let’s consider that, during analyzing of matchings between assignments of requests
to resources in two consecutive time moments besides the similarities of two vertices of
the graph we can measure non-membership of the one vertex to the given relation. In
this case, the best way for optimization of the load balancing in the Exascale computing
system is to use fuzzy graphs and apply corresponding algorithms for matching in fuzzy
graphs [23, 24].

4 Conclusion

Thementioned aspect of the research suggested that analyzing the optimization structure
of load balancing at the previous step makes it possible to find an appropriate machine
for the task extracted after the D&I event is found. This allows the application of the
Hungarian algorithm for findingmaximummatching after representing vertex sets of the
bipartite graph by process requirements (and resource attributes) at the current time and
the initial time and using similarities between them as weights of the edges connected
them. Finding the most similar process for arising task after D&I occurrence among the
processes executed at the previous time moment allows assignment of the given task to
the resource allotted for the similar process. Due to the uncertain nature of the process,
it is possible to define that given assignments are close to each other with the calculated
value of the distance, at the same time they are not similar by another measurement. For
elimination of this problem and realization of the optimal load balancing construction
of the fuzzy graphs based on the investigated process and application of the suitable
algorithms was suggested for the improvement of the given approach.

The reported approach provides a good starting point for handling load balancing in
Exascale systems by application of graphmodels and utilization of matching algorithms.
The possibility of implementation of the investigatedmethodguarantees further research.
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Abstract. This study aims to investigate the most sensitive factor of the in-store
environment on purchase intention in supermarkets. Primary data were collected
through a questionnaire-based survey from 300 customers in the Turkish Republic
of Northern Cyprus. The paper’s main purpose is to define howmuch environmen-
tal factors impact customers’ purchase intention. The realization of the fuzzy-rule
interpolationmethod allows identifying one of themost sensitive factors that affect
the customer’s intention. The results showed that the highest impact factor on cus-
tomers’ purchase intention within considering the store’s environment is defined
with only one of the main factors, such as ambient, design and social factors.

Keywords: Purchase intention · Store environment · Sensitivity · Fuzzy rule
interpolation · Possibility measure

1 Introduction

In the past, consumers primarily relied on the functions or qualities of the product to
choose a place to shop.However, today’s consumers require additional valuable elements
to pick out retail outlets for their purchases, like supermarkets. Deciding on a specific
store to enter, the amount of time to spend inside, whether to make a purchase or not,
is significantly triggered by the store’s environmental condition. It is important to note
that today’s consumers do not only buy the product or service itself; they pay money
for the experience they have. One of the ways to create a great customer experience is
to have an exciting store design and atmosphere. It is, therefore, of great importance to
understand the effects of the shopping environment on consumers’ purchase intention.

With the developments towards the advancement of innovation and growth in retail
stores, managers and retail store owners are now curious to know the experience of the
shoppers who visit their stores and how they feel when they shop. As it was mentioned
earlier, customers do not just respond to the quality of the product or service itself; they
also acknowledge and pay special attention to the store environment. Thus, it can be
said that a store environment has become one of the most critical determinants in the
purchasing process [1–3]. When consumers feel satisfied with the store’s atmosphere,
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they are more likely to spend more time and money than they planned. This is because
pleasurable environmental conditions have the power to affect customer emotions and
create a positive customer experience. Many studies have shown that a particular envi-
ronment can trigger specific emotional responses in a person, affecting their behaviours
in terms of approach or avoidance.

It is also essential to state that paying more attention to the store environment helps
retailers communicate with customers about the brand’s value and increase buyers’ pur-
chase intention. To achieve long-term objectives, supermarkets must understand all the
parameters that have an impact on customers’ purchase intention. Customers’ purchase
intention is estimated as the extent towhich a supermarket, its services, or productsmeets
or exceeds the customers’ expectations. The convenience of store location, salesmen’s
expertise, and the product’s qualities have been noticed in [4]. Some attributes such
as merchandise, service, physical facilities, convenience, promotion, store atmosphere
were identified in [5]. In [6], essential factors like parking, lighting, ambient factors,
design factors, and sales personnel characteristics have been advocated. Authors in [7]
focused on examining and identifying the positions of select stores and causal relation-
ships among store attributes, product attributes, and intention to purchase. The authors
[8] concentrate on the moderating effect of the shopping environment and the time pres-
sure on travellers’ shopping motivation and buying behaviour. The application of Fuzzy
Logic (FL) allows us to handle both uncertainty and the imprecision inherent in input
data and develop a universal model to find the input-output relationship. Although many
research studies have been conducted in the area of the store environment, no research
has been found that considers affecting factors with respect to fuzzy logic in supermar-
kets. Therefore, the paper is dedicated to specifying the in-store environment’s impact
on purchasing intention using FL.

The goals of this paper is structured as follows: Sect. 1 presents a brief introduction to
this sphere. Section 2 is containedwith preliminary information about the analyzed prob-
lem. The statement of the problem and conceptual model are determined in Sect. 3. The
solution of the problem is analyzed in Sect. 4 with the usage of fuzzy rule interpolation
techniques. Finally, Sect. 5 concludes with obtained results from the investigation.

2 Preliminaries

Definition 1. Fuzzy number [9]:A fuzzy number is a setA onRwhich has the following
properties: a) A is a normal fuzzy set; b) A is a convex fuzzy set; c) α− cut of A, Aα is a
closed interval for every α ∈ (0, 1]; d) the support of A, A+0 is bounded.

Definition 2. Fuzzy If-Then rules [10]: Fuzzy if-then rule statements are commonly
used to define the conditional statements that possess fuzzy logic. A single fuzzy if-then
rule is shown in this form:

If x is A then y is B

Definition 3. Possibility measure [11]: If a and b are triangular fuzzy numbers, The
possibility measure is described in Fig. 1, and calculated by the following formula.
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Fig. 1. Fuzzy numbers

Poss(a/b) =

⎧
⎪⎨

⎪⎩

1 − a−b
αl+βr

, if 0 < a − b < αl + βr

1 − b−a
βl+αr

, if 0 < b − a < βl + αr

0, otherwise

(1)

Definition 4. Fuzzy rule interpolation [12, 13]: Fuzzy Rule Interpolation (FRI) meth-
ods can release the need for the complete rule-base by replacing the rule matching rea-
soning concept with fuzzy interpolating function. The Fuzzy Rule Interpolation (FRI)
methods were produced to handle the case of sparse rule-base. FRI methods are suitable
to produce a conclusion even if some observations are not covered directly by the fuzzy
rules.

3 Statement of the Problem

A customer’s purchase intention within the retail store may depend on a complex set of
factors, such as ambient, design, and social factors. Figure 2 shows the conceptual model
of the research. The research model is extensive and includes interdependent relations
between three independent variables, which represents stimulus (ambient factors, design
factors and social factors) and one dependent variable, which represents response (cus-
tomer purchase intention). This study aims to find the most sensitive factor on purchase
intention among the three store environmental aspects.

Ambient factors

Design factors

Social factors

Purchase 

intention

Fig. 2. The influential store environmental factors of purchase intention.
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Enhancing and facilitating the supermarket’s current attributes to attract and retain
customers is vital. The fact that supermarkets face competition from local and interna-
tional players, making it more important to retain their existing customers. The value of
store attributes was widely discussed when selecting a supermarket. When choosing a
supermarket to shop in, most customers use the store environment as a criterion. So, it
can be said that having an appealing store environment can help supermarkets to differ-
entiate themselves from their competitors. [14]. The main store environmental factors
influencing consumers’ purchase intention are widely represented as follows:

Ambient Factor (AF)
Ambient factors are considered non-visual background conditions that exist below our
current customer awareness level. Characteristics of the environmentmay includemusic,
light, smell, neatness, loud sounds and relative humidity such as temperature.

Music:Music can be viewed as a pleasurablemelody influencing the decisionmaking
of a consumer either consciously or unconsciously. In a retail outlets music played has
a significant impact on customer’s intention to buy.

Lighting: Lighting is used in highlighting products to make them more visible and
attractive. It creates excitement and impacts consumer buying behavior positively.

Scent: The existence or lack of scent at the store environment has a visible effect
on the consumer’s intention to make a purchase. Scent does have a significant effect on
how consumers evaluate products for sale.

Temperature:Measuring temperature in stores have a significant impact on the con-
sumer’s intention to purchase. Customers are dissatisfied, and consequently, spend
limited time in stores and produce bad reviews when extreme temperatures.

Design Factors (DF)
Design factors including floor and wall coverings, color schemes, orderliness, aisles,
design, signages, etc., which are at the forefront of our awareness. In contrast, the ambient
factors are described as the non-visual elements.

Cleanliness: Cleanliness as the state or quality of being clean is regarded as very
essential by frequent and occasional shoppers in regular stores or supermarket selection.

Color:To create a particular atmosphere for customers, retailers use different col-
ors in their store. In aspects of participants’ perceived feelings, several colors have
been discussed inmany research in terms of agitated-relaxing, uninteresting-stimulating,
awful-good etc.

Display:To attract customers, products should be displayed in the retail chain outlets
in such a way that they are pleasing and appealing to them.

Layout:Layout can direct customers in a specific direction that impact purchase
decisions. Customers buy more unintended items if exposed to too many shelves and
aisles because of a layout that aid them to move around, exposing them to many other
products.

Signs: In the retail outlets, signs are used to help customers locate goods by leading
them to specific segments, aisles or service lines while showing their ease of access.
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Social Factors (SF)

Social factors include other people at the store such as customers and staff. Social
factors focus on the social conditions and crowding as represented by the attitudes and
performance of the interacting customers and staff in the supermarket.

Crowding:Customers in a store recognize crowding across severalways, for instance,
the allocation of space, the existence and number of other customers in the aisle waiting,
the confined feelings of the customers and any form perceived restriction in movement.

Personnel in Store: The perceptions of service quality and customers sensations of
excitement may be related to personnel. For example, stores with friendlier floor staff
have a relatively high quality of service intrusion and arouse the feelings of less friendly
staff.

Purchase Intention (PI)
Purchasing behavior begins with components in the store environment which arouse
the behavior of the customers. So, the perception of the store impacts the information
and affective state of the customer, which inevitably affects the purchasing behavior.
Purchasing behavior comprises of several different facets, such as the total time spent,
the sum of money spent, the number of transactions and the intentions to repurchase.

The problem is to determine the most sensitive environmental factor that impacts
customers’ purchase intention with the help of the fuzzy rule interpolation method in
supermarkets.

4 Solution of the Problem

The methodology was carried out by online survey method using well-structured ques-
tionnaires. The participants were 300 students from different countries studying in the
Turkish Republic of Northern Cyprus. The result of questionnaires is structured in the

Table 1. IF-Then rules

Rule IF Then

AF DF SF PI

1 VH VH VH VH

2 L H L N

3 H H H H

4 VH VH VH VH

5 N N N N

6 H H H H

7 H N H H

8 N VH N H

9 H VH VH VH

10 L N L L

11 L L L L

12 VL VL VL VL

13 N L N L
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shape of fuzzy If-Then rules regarding to the opinion of the experts and results of pilot
studies (Table 1).

VL, L, N, H, VH are linguistic terms for Very low, Low, Neutral, High, Very high
respectively. The codebook for linguistic terms is described in Table 2.

Table 2. Codebook

Very low (0, 0.2, 0.35)

Low (0.2, 0.35, 0.5)

Neutral (0.35, 0.5, 0.75)

High (0.5, 0.75, 1)

Very high (0.75, 1, 1)

In accordancewith thementioned3 antecedent factors (AF,DF, SF,) and1 consequent
fuzzy rule-based system’s variables and theirmembership functions are showed in Fig. 3.

Fig. 3. Membership functions for AF factor

The solution of the problem under the classical fuzzy reasoning techniques can be
caused sparse fuzzy rule base. Therefore, fuzzy rule-based interpolation (FRI) tech-
niques were introduced to generate inference for sparse fuzzy rule base. Basically, FRI
techniques perform interpolative approximate reasoning by taking into consideration the
existing fuzzy rules for cases where there is no matching fuzzy rule [12] (Fig. 3).

Initially, the general case based on fuzzy rules is represented with fuzzy inference
systems in theMatlab program, and then to find themost sensible factorwe used the fuzzy
rule interpolation method – KH method [15].This method is referred to determine the
conclusion by its α-cuts in such a way that the ratio of distances between the conclusion
and the consequents should be identical with the ones between the observation and the
antecedents for all important α-cuts. From the neutral case, we increased the level with
high and decreased the level with low per each antecedent one-by-one and investigated
their individual sensitivity for the updated statement. Figure 4 demonstrates observation
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data of AF factor. The realization of input and output universes with the help of the type
of KH technique was presented with a bold line.

a) Result for high observation data b) Result for low observation data

Fig. 4. Consequent universe for a factor with stabilized KH method

After continuously doing the same actions to all antecedents, to find the most sen-
sitive one among them we use (1) formula [11]. Possibility measure between updated
consequent universe and initial data is measured (Table 3).

Table 3. Possibility measures

High/Very low High/Low High/Neutral High/High High/Very high

AF 0.206224663 0.55504537 0.77934232 0.92436559 0.922514224

DF 0.208223857 0.558055312 0.782380296 0.927225057 0.92635

SF 0.204853862 0.553251855 0.77760631 0.922761932 0.923814684

The most sensitive factor for in-store environment on purchase intention among 4
factors is obtained from the closest value to High/Very high level. It demonstrates when
the level is increased from neutral case to high case, only one parameter reflects the
highest value that means its closeness to Very high case. It reveals DF (Design factor)
which is the closest to the top position is the most sensitive for changes than other
antecedents. The second influential parameter is SF (Social factor), and the third one
is AF (Ambient factor). The results show that the design factor is more important in
determining consumer behavioural responses than social and ambient factors. It can be
said that the design factor has a significant positive impact on customers’ experiences,
which can increase purchase intention inmost cases. For instance, shoppers like shopping
in supermarkets with a well-structured layout, which helps them move around easily.
Also, a creative and systematic arrangement of products, a clean environment, attractive
and well-decorated shops and supermarkets with a good display of in-store information
gives an excellent shopping experience. Authors in [16] also found in their research
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that design factors have a significant direct effect on consumer behaviour at shopping
centres. The study [17], findings suggested that customer sensory valuations such as
perceived service quality and perceived product value and their positive emotional state
while in-store can significantly be improved when design factors at a retail outlet are
also improved. And this, in turn, produces approached behaviours.

According to the lowobservation data, all antecedents reflect approximately the same
degrees. It is explained with the quality of the rules. So, to obtain the best inference, the
quality of rules must be developed and covered with not only the positive cases but also
the positive and negative ones.

5 Conclusion

The paper introduced the impact of in-store environment factors on purchase intention
in supermarkets. We examined a method to find the most sensitive factor with respect to
three influencing parameters and a related parameter on purchase intention. Applying
the fuzzy rule interpolation method and calculating possibility measures supported us to
identify the most sensitive parameter. Results show that all environmental factors (ambi-
ent, design and social) positively impact customers’ purchase intentions. Therefore, it is
vital that supermarket managers improve the shopping experience for the customer by
putting in place all necessary environmental factors and attributes to enable customers
to have an enjoyable shopping experience, which will, in turn, influence their purchase
intention. In addition, the results show that the design factors have the most effect on
customers’ purchase intention. If retailers wish to promote purchase intention, they have
to understand the impact of each element that is a part of these factors. So, it is recom-
mended that future research focus on each category’s elements to know which elements
are more significant for retail store managers to enhance.
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Abstract. A rigorous three-dimensional electrodynamic model of hybrid elec-
tromagnetic oscillations in a “cylindrical to rectangular waveguide” waveguide
branch filled with a dielectric is constructed. The eigen types of oscillations are
classified into branching eigen resonances at transcendentalmodes and resonances
of the waveguide-dielectric type. For resonances of the first type, electromagnetic
field in the communication region of the waveguides is described with the sum
of the fields of the damped waves of the partial waveguides, and for resonances
of the second type with the sum fields of damped and propagating waves. Oscil-
lations of the first type exist both when the waveguide branching is filled with a
dielectric and in empty branching. The second type of resonance exists only in
structures with a dielectric constant greater than unity. The structure under study
can be used to measure the electrical parameters of dielectric samples. Since, the
spectral branching characteristics are mainly determined by the size of the central
communication areawaveguides and electrical parameters of parts of the dielectric
that is located there, the measurements are local in nature.

Keywords: Electromagnetic field · Dielectric samples · Numerical analysis ·
Electrodynamic processes · Hertz vectors

1 Introduction

Electromagnetic oscillations in cruciform and T-shaped waveguide branches dedicated
a significant number of works have been published [1–5]. We investigated free two-
dimensional [1] and three-dimensional [2] vibrations in the branching of rectangu-
lar waveguides, axially symmetric [3] and unbalanced metric [4–6] oscillations in the
branching of cylindrical waveguides. The spectrum of quasi-proper vibrations in such
structureswas studied [7]. The interest in such structures is explained by theirwidespread
used in the microwave technology: as components of passive and active devices [8],
measuring devices for determining the electrical parameters of dielectrics without their
destruction [9].
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Problems on vibrations in branches with different cross-sectional shapes of waveg-
uides belong to the category of the most complex centuries-torus boundary value prob-
lems. This is also connected with the representation of the total field in the form of a
superposition of the fields H and E of the types of waves in all waveguides and espe-
cially with the fact that these representations are written in different coordinate systems.
Work [8, 10–12] are devoted to algorithms for calculating S-matrices of an unfilled tee
connection of circular and rectangular waveguides. The aim of this work is to study
the electrodynamic characteristics of the “cylindrical - rectangular waveguides with a
dielectric” waveguide branching, since the structure under study allows us to measure
the electrical parameters of dielectric samples both cylindrical and rectangular cross
section. Strict partial method areas with a common communication area waveguide and
represents the field in it in the form of superposition of the fields of partial waveguides
with filling the circular waveguide and the central field of dielectric cylinder applied to
solve a vector problem.

2 Development of Mathematical Models in the Microwave System
“Cylindrical - Rectangular” Waveguide

The studied structure is presented in Fig. 1. We distinguish three regions in the structure.
Consider hybrid vibrations of HE (EH)nmg - types (n, m, g is the number of fields of
semi-variations along the axes (ϕ, r, x).

We carry out the solution by the method of partial regions presenting the fields in the
regions II and III through the electric and magnetic Hertz vectors �Ke and �Kh in the form
of expansion into its own decayed functions (modes) of the cylindrical and rectangular
areas (waveguides).

In the region II (|x| ≥ b, r ≤ a, 0 ≤ ϕ ≤ 2π)− there is a cylindrical waveguide of
radius a (filled with a dielectric, with a permittivity ε2),

�Kh(2) = �x0
∑

m,n

AmnJn(pnmr)e
±γ

(2)
nm (x−b)einϕ, (1)

�Ke(2) = �x0
∑

m,n

CmnJn(qnmr)e
±γ

(2)
nm (x−b)einϕ, (2)

Where, the upper signs correspond to a wave propagating in the positive direction of
the Ox axis, the lower signs correspond to a wave propagating in the opposite direction;

(γ (2)
nm )2 = p2nm − k20ε2, (γ

′(2)
nm )2 = q2nm − k20ε2− (3)

constant propagation (attenuation);

m = 1, 2, ...; n = ±1,±2, ...; pnm = μnm

a
, μnm− (4)

roots of the equation

J ′
n(μnm)2 = 0; qnm = vnm

a
, vnm− (5)
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roots of the equation

Jn(vnm)2 = 0; Jn(pnmr), J ′
n(pnmr)− (6)

n-th order Bessel function of the first kind and its derivative;

i = √−1;Anm,Cnm− (7)

decomposition coefficients (amplitudes of H and E waves).

Fig. 1. Branching “cylindrical – rectangular waveguides”.

In the region III (|x| ≤ b, |y| ≤ a, |z|) ≥ a− the straight line angular waveguide
(unfilled ε3 = 0) with transverse dimensions 2b × 2a,

�Kh(3) = �z0
∑

m.g

Bmg cos(pmy(y − a)) cos(pgx(x − b))e±γ
(3)
mg (z−a), (8)

�Ke(3) = �z0
∑

m.g

Dmg sin(pmy(y − a)) sin(pgx(x − b))e±γ
(3)
mg (z−a), (9)

Where,

(γ (3)
mg )2 = p2my + p2gx − k20 (m, g − 0, 1, 2, ...,m �= g = 0) (10)

and

(γ ′(3)
mg )2 = p2my + p2gx − k20 (m, g − 0, 1, 2, ...,m �= g = 0) (11)

constant distribution (attenuation);

pmy = mπ

2a
; pgx = gπ

2b
;Bmg,Dmg− (12)
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decomposition coefficients.
Region I (|x| ≤ b, |y| ≤ a, 0 ≤ r ≤ a)− is the region of intersection of the

waveguides (filled with a dielectric, with permittivity ε1). For matching projection bases
cylindrical and rectangular waveguides in the selected area I, we represent the fields in
the form of superposition of the fields of a cylindrical and radial (formed bymetal planes
x = − b, x = b) waveguides, since the modes radial waveguide connect to the modes of
the projection bases of a cylindrical and rectangular waveguide:

�Kh(1) = �x0
∑

m.g

⌊
A1mne

−γ
(1)
nm x + A2mne

γ
(1)x
nm

⌋
× Jn(pnmr)e

inϕ+

+�x0
∑

n.g

FngIn(γ
(1)
g r) sin(pgx(x − b))einϕ,

(13)

�Ke(1) = �x0
∑

m.g

⌊
C1mne

−γ
(1)
nm x + C2mne

γ
(1)x
nm

⌋
× Jn(qnmr)e

inϕ+

+�x0
∑

n.g

GngIn(γ
(1)
g r) cos(pgx(x − b))einϕ.

(14)

Where,

(γ 1
nm)2 = p2nm − k20ε1, (γ

′(1)
nm )2 = q2nm − k20ε1; (γ (1)

n )2 = p2gx − k20ε1−

constant distribution (attenuation) in the region I; In(γ
(1)
g r)− n-th order modified by

Bessel function of the first kind; Fng,Gng− the amplitudes H and E of the waves of the
radial waveguide.

To satisfy the boundary conditions in the recording fields of a rectangular waveguide
goes to a cylindrical coordinate system. The further solution of the problem is reduced to
satisfy the boundary conditions for the tangent components of the electric and magnetic
fields:

[
E(1)

ϕ − E(2)
ϕ

]

x=±b
= 0,

[
E(1)
r − E(2)

r

]

x=±b
= 0, (15)

[
E(1)

ϕ − E(3)
ϕ

]

r=a
= 0,

[
E(1)
x − E(3)

x

]

r=a
= 0, (16)

[
H (1)

ϕ − H (2)
ϕ

]

x=±b
= 0,

[
H (1)
r − H (2)

r

]

x=±b
= 0, (17)

[
H (1)

ϕ − H (3)
ϕ

]

r=a
= 0,

[
H (1)
x − H (3)

x

]

r=a
= 0, (18)

and obtaining a system of functional equations, which we will design for a system
of basic functions of a cylindrical and radial waveguide. As a result, we get an infinite
systems of linear algebraic equations (SLAE) of the second kind:

A−
sm + C+

sm
R3smR4sm

R1smR2sm
+

∑

g

[
1 + (−1)g

] × (k0ε1Gsg + pgxFsg)
T1g(p) + T1g(q)

R1smR2sm
,

(19)
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A−
sm − C+

sm
R6smR4sm

R5smR2sm
+

∑

g

[
1 + (−1)g

] × (k0ε1Gsg + pgxFsg)
T1g(p) + T1g(q)

R5smR2sm
,

(20)

Gsg +
∑

m

Bsmik0
R8mg

R7mg
(I2sm + I∗2sm) − Dsm

γ
′(3)
mg R9mg

R7sg
pgx(I2sm + I∗2sm) = 0, (21)

Gsg + Fsg
T3sg
T2sg

∑

m
Bsmk0

k0R8mgpgx
T2sg

(I1sm + I∗1sm) − Dsm
ipmyγ

′(3)
mg R9mg
T2sg

(I ′1sm + I ′′∗1sm) = 0, (22)

Gsg + Fsg
T2sg

ε1T3sg
+ 1

ε1T3sg

∑

m

[
A+
sm

[
1 − (−1)g

]
ch(γ (1)

sm b)
]

−A−
sm

[
1 + (−1)gsh(γ (1)

sm b)
]
R10sm + +

[
C+
sm

[
1 + (−1)g

]
sh(γ ′(1)

sg b) − C−
sm

[
1 − (−1)g

]]

× ch(γ ′(1)
sm b)R11sm − iBsmRI1sm + DsmRI2sm = 0,

(23)

Fsg − ∑
m

[
A+
sm

[
1 + (−1)g

]
sh(γ (1)

sm b)
]

− A−
sm

[
1 − (−1)gch(γ (1)

sm b)
]
R12sm
R7mg

+BsmRI3sm + iDsmRI4sm = 0.
(24)

The following notation is introduced here:

A+
sm = Asm

(
1 ± e−2γ (2)

sm b
){

(2sh(γ (1)
sm b))−1,

(−2sh(γ (1)
sm b))−1,

(25)

R1sm = psm(γ (1)
sm ch(γ (1)

sm b) + γ (2)
sm sh(γ (1)

sm b)), (26)

the upper signs in the expression for A+
sm correspond to the upper function, the lower

signs to the lower one;

R2sm = a2

2

[
J 2s−1(psma) − J 2s (psma) − J 2s−2(psm)a

]
, (27)

R3sm = k0qsm(ε1ch(γ
′(1)
sm b) − ε2sh(γ

′(1)
sm b)), (28)

R4sm = a2

2
J 2s−1(qsma). (29)

3 Numerical Analysis

Matrix SLAE operators of the second kind, similar to SLAE (25), have been studied in
detail [13, 14]. For the fields, the conditions on the edge and the conditions of finiteness of
energy are satisfied in any limited region of space, as well as the discreteness and finite-
ness of the spectrum of frequencies of free vibrations, and the SLAE itself is solvable by
the reductionmethod. For the numerical analysis [15, 16] of the dispersion of the equation
obtained from the condition that the determinant from SLAE (25), an algorithm based on
theMueller method (the quadratic interpolation procedure together with the half division
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procedure) was built, and programs for a personal computer were developed on its basis.
With their help, a number of graphs were obtained. The calculations took into account
two waves in each of the waveguides: in a rectangular waveguide - one main wave ofH-
andE-type, in a cylindrical and radial - one waveH-type with left (s= +1) and right (s=
− 1) rotation. Such an approximation is justified for calculating the natural oscillations.
The graph in Fig. 2 characterizes the dependence of the reduced of the natural frequency
2a/λ of natural oscillationHE (EH)111 - type of the filling dielectric constant (a dielectric
fills a cylindrical waveguide and a coupling region, ε1 = ε2 = ε3) for a/b = const. The
graph in Fig. 3 reflects the dependence of the reduced resonant frequency 2a/λ oscilla-
tions of HE (EH)111 on the geometric dimensions of the structure ab for fixed values of
permittivity ε.

Fig. 2. The dependence of the reduced resonant frequency 2a/λ oscillations of HE111 from the
dielectric constant of the filling ε for several values a/b.

Fig. 3. The dependence of the reduced resonant frequency 2a/λ oscillations of HE111 from the
dielectric constant of the filling ε for several values ab.

The maximum difference between the experimentally measured f exp and the theo-
retically computed f cal calculation of the resonance frequencies of the HE111 vibration
did not exceed 5% (see Table 1, f cr1 is the critical frequency of a cylindrical waveguide
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with dielectric, f cr2 - critical frequency of an empty rectangular waveguide). Since all
waveguides are transcendent at the resonant frequency, then the resonator is mainly the
central region and the volume of the dielectric, which located in this area. Due to this,
moving the sample in one of the waveguides relative to the central region, it is possible
to carry out local measurements of material parameters.

Table 1. Measurement results.

ε f exp, MHz f cal, MHz f cr1, MHz f cr2, MHz

1 12950 13180 17570 14990

2,20 10990 10750 11985 14990

4,75 7395 7700 8150 14990

4 Conclusion and Recommendation

A rigorous three-dimensional electrodynamic model of hybrid electromagnetic oscilla-
tions in a “cylindrical - rectangular waveguide” waveguide branch filled with a dielectric
is constructed. The eigen types of oscillations are classified into branching eigen res-
onances at transcendental modes and resonances of the waveguide-dielectric type. For
resonances of the first type, electromagnetic field in the communication of region of
the waveguides is described the sum of the fields of the damped waves of the partial
waveguides, for resonances of the second type, the sumfields of damped and propagating
waves. Oscillations of the first type exist both when the waveguide branching is filled
with a dielectric and in empty branching. The second type of resonance exists only in
structures with a dielectric constant greater than unity. The structure under study can
be used to measure the electrical parameters of dielectric samples. Since the spectral
branching characteristics are mainly determined by the size of the central communica-
tion area of waveguides and electrical parameters of parts of the dielectric that is located
there, the measurements are local in nature.
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Abstract. The improvement of integration processes as the main aspect of eco-
nomic activity plays a significant role in development of the country. It is closely
connected with the factors, which have an effect on integration processes. Exist-
ing models on the direction for structuring integration processes with respect to
the factors are usually dedicated to theoretical research and fundamentally, there
is no practical approach to the matter. In this paper, author suggests a method
for ranking factors, which provide and intensify integration processes considering
uncertainty in real-life situation.

Keywords: Decision making · Fuzzy TOPSIS · Integration processes ·
Economics

1 Introduction

In contemporary times, regional economic development of the country and improvement
of foreign trade relations are closely linked with integration process. It is also considered
as an economic cooperation among enterprises. Thus, integration process is the process
to combine the activities of economic structures and formation of a new unity to perform
socio-economic functions. During the economic integration, all the combined systems
act together in the economic sphere that ensures the goal of integration subjects. The
union of manufacturing enterprises with other enterprises under integration process is
determined as a perspective factor to increase production efficiency. Therefore, scientists
and researchers strictly control to improve the efficiency of integration process for the
sake of economic development. Unfortunately, they have not paid enough attention to
consider imprecise, uncertain real-life conditions in this field. The motivation of the
research is devoted to the application of fuzzy logic which is the best method to solve
decision making problems under uncertainty. For this aim the author will group main
factors affecting to the integration process and rank all the factors by using fuzzy Ideal
solution method corresponding to the survey’s results.

Ideal solution technique – TOPSIS plays a leading role in multi factor decision
making method. This advantage resulted to aplly TOPSIS method in many fields, such
as technology, medicine, economics etc. Historically, TOPSIS was successfully initiated
byHwang, andYoon to represent fuzzy set approach toMADM[1], andwell developed in
the comparative analysis of VIKOR and TOPSISmethods [2, 3]. These studies caused to
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take a close interest of researchers in the application of fuzzy ranking technique. Inspired
bymentionedworks, the rankingmethodwas offered in somefields, including economics
[4–6]. Some researchers investigated the combination of AHP and TOPSIS methods,
or other applied one of them to experimental works. For instance, authors in [5] used
from the combination of AHP and TOPSIS techniques for the assessment of sustainable
development in emerging economy. In [6] authors well-practiced fuzzy AHP method
to solve the ranking problem according to multiple factors and obtained remarkable
comparative results. Later on, authors in [7] were chosen fuzzy TOPSIS method as a
practical way to illustrate material analysis for economic production. Nowadays a series
of works still exist devoted to fuzzy TOPSIS method [8–11]. In this research, the author
applies fuzzy TOPSIS method to rank affecting factors which provides and intensify
integration processes in the country.

The rest of the paper is arranged as follows: Sect. 2 contains preliminary information
that contributes the solution of the matter. Section 3 summarizes the statement of the
problem. Experimental analysis is illustrated in Sect. 4. Eventually, Sect. 5 points out
some conclusions.

2 Preliminaries

Definition 1. Fuzzy Fuzzy sets [12]: Let U is a universal set U = {u1, u2, …, un}, then
the fuzzy set A of U-universal set will be defined:

A = µA(u1)/u1 + µA(u2)/u2 + ...µA(un)/un

Definition 2. Normalized decision matrix [2]: All the elements given in xij matrix are
normalized by the following formula ri j:

rij = xij√
M∑
i=1

x2ij

(1)

Definition 3. Weighted normalized decision matrix [2]: Assume that normalized ri j
matrix andweightsW = (w1, w2, w3, ... , wn) are given.Thefinalweighted normalized
decision matrix Rnorm will be as follows:

Rnorm =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w1r11 w2r12 w3r13 ... wNr1N
w1r21 w2r22 w3r23 ... wNr2N

. .

. .

. .

w1rM 1 w2rM 2 w3rM 3 ... wNrMN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2)

Definition 4. Euclidean distance [2]: The Euclidean distance is considered as a dis-
tance of each alternative to the positive ideal solution and negative-ideal solution.

S+
i =

√√√√ m∑
j=1

(vi j − v+
j )

2 (3)
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S−
i =

√√√√ m∑
j=1

(vi j − v−
j )

2 , j = 1, 2, 3, ...,m. (4)

Definition 5. Nearness to the ideal solution [2]: The relative nearness to positive and
negative ideal solutions is calculated as follows:

Ci∗ = Si−/(Si+ + Si−), 0 ≤ Ci∗ ≤ 1, i = 1, 2, 3, ...,M . (5)

3 Statement of the Problem

It is well known that integration processes of manufacturing enterprises are realized in
different ways. In general, all the integration processes are linked with some key factors
to improve their efficiency. Factors that determine the effectiveness of the integration
process can be structured as follows (Fig. 1).

Fig. 1. Factors to determine the effectiveness of integration process

As seen in Fig. 1 the efficiency of integration processes depend on the 6main factors:

– Area: Proximity of economic enterprises for the area;
– Product: Manufacturing the product that is in high demand in the regional market;
– Control: The implementation of control among integrated enterprises;
– Government: Protection of government-business partnership;
– Investment: The amount of investment;
– Technology: The usage of modern technological means.

The problem is to find the most affecting factor to integration process, after receiving
initial data from the survey, which realized among 50 respondents [13]. Fuzzy TOPSIS
method is one of the most comprehensive ranking method to solve this problem.
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4 Experimental Analysis

Experiments are on the result of online survey method which carried out well-structured
questions about effecting factors to integration processes. Respondents answered the
questions by estimation the factors regarding to the linguistic variables. The codebook
for the linguistic variables is given below (Table 1):

Table 1. Linguistic variables for estimating 6 factors

Linguistic variables Triangular fuzzy numbers

Strongly agree – SA SA = {0.75; 1; 1}

Agree – A A = {0.5; 0.75; 1}

Neutral – N N = {0.25; 0.5; 0.75}

Disagree – D D = {0; 0.25; 0.5}

Strongly disagree - SD SD = {0; 0; 0.25}

The analysis focus on the solution of ranking problem for determined 6 factors by
using fuzzy TOPSIS method. The genralized survey result is represented in Table 2.

Table 2. Final result of the survey [9]

Factors SA A N D SD

Area 8 24 13 4 0

Product 24 23 3 0 0

Control 11 28 10 0 0

Government 11 23 15 0 0

Investment 16 23 11 0 0

Technology 21 20 7 2 0

First, we should normalize survey result given in Table 2 by using (1) formula, and
consider linguistic variables as weight vectors. For the second step, with the assistance
of (2) formula fuzzy weighted normalized decision matrix is obtained (Table 3).
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Table 3. Normalized fuzzy decision matrix with weights

Factors Normalized degrees

Area {0.15; 0.2;
0.2}

{0.21; 0.31;
0.31}

{0.13; 0.25;
0.38}

{0; 0.22; 0.45} {0; 0; 0}

Product {0.45; 0.6;
0.6}

{0.2; 0.3; 0.3} {0.03; 0.06;
0.09}

{0; 0; 0} {0; 0; 0}

Control {0.21; 0.28;
0.28}

{0.24; 0.36;
0.36}

{0.1; 0.19;
0.29}

{0; 0; 0} {0; 0; 0}

Government {0.21; 0.28;
0.28}

{0.2; 0.3; 0.3} {0.14; 0.29;
0.43}

{0; 0; 0} {0; 0; 0}

Investment {0.3; 0.4; 0.4} {0.2; 0.3; 0.3} {0.11; 0.21;
0.32}

{0; 0; 0} {0; 0; 0}

Technology {0.4; 0.53;
0.53}

{0.17; 0.26;
0.26}

{0.07; 0.13;
0.2}

{0; 0.11; 0.22} {0; 0; 0}

The next step of experimental analysis is devoted to find positive and negative ideal
solutions. For the purpose of getting ideal solutions, object functions are characterized
as below using (6) formula.

SA → max;
A → max;
N → max;
D → min;
SD → min;

(6)

Considering goal functions, positive and negative ideal solutions will be obtained as
below (Table 4):

Table 4. Ideal solutions

Ideal solutions SA A N D SD

Positive ideal {0.45; 0.6; 0.6} {0.24; 0.36;
0.36}

{0.14; 0.29;
0.43}

{0; 0; 0} {0; 0; 0}

Negative ideal {0.15; 0.2; 0.2} {0.17; 0.26;
0.26}

{0.03; 0.06;
0.09}

{0; 0.22; 0.45} {0; 0; 0}

Subsequently, the Euclidean distance will be calculated using the formula (3)–(4)
to reveal the distance of each alternative to the value of positive ideal solution and the
value of negative solution. Result is described in Table 5.
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Table 5. Euclidian distance for ideal solutions

Area Product Control Government Investment Technology

S + (SA) 0.64 0 0.51 0.51 0.32 0.11

S − (SA) 0 0.64 0.13 0.13 0.32 0.53

S + (A) 0.08 0.09 0 0.09 0.09 0.16

S − (A) 0.08 0.06 0.16 0.06 0.06 0

S + (N) 0.06 0.42 0.18 0 0.14 0.29

S − (N) 0.36 0 0.25 0.42 0.29 0.14

S + (D) 0.5 0 0 0 0 0.25

S − (D) 0 0.5 0.5 0.5 0.5 0.25

S + (SD) 0 0 0 0 0 0

S − (SD) 0 0 0 0 0 0

Eventually, the greatest and least factors which affect on integration processes will
be obtained by calculating the nearness to the ideal solutions in accordance with (5)
formula. Table 6 describes summarized result.

Table 6. Selection of the best alternative by degrees of nearness to the ideal solutions.

Area Product Control Government Investment Technology

0.45 0.8 0.93 0.87 0.86 0.55

In consequence, the most effecting factor to integration processes will be Control,
the least effecting factor will be Area. In a generalized way, ranking result of the given
6 factors is as below:

Control � Government � Investment � Product � Technology � Area

5 Conclusion

In this paper, the author applied fuzzy TOPSIS method to one of the most important eco-
nomic activities, which is well known as an integration process. The method was exam-
ined by solving the ranking problem within six impressive factors to the development
of integration processes. The result of the investigation showed that the best impressive
factor isControl factor, which determines the management of integrated enterprises, and
the least impressive factor is Area, which defines proximity of economic enterprises.
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Hamit Altıparmak1(B) , Şerife Kaba2 , and Meliz Yuvalı3

1 Department of Computer Engineering, Near East University, Near East Boulevard, P.O. Box:
99138, Nicosia, TRNC, Mersin 10, Turkey
hamit.altiparmak@neu.edu.tr

2 Department of Biomedical Engineering, Near East University, Near East Boulevard, P.O. Box:
99138, Nicosia, TRNC, Mersin 10, Turkey

serife.kaba@neu.edu.tr
3 Faculty of Medicine, Department of Biostatistics, Near East University, Near East Boulevard,

P.O. Box: 99138, Nicosia, TRNC, Mersin 10, Turkey
meliz.yuvali@neu.edu.tr

Abstract. The Hepatitis C virus (HCV) infection is a serious health problem
associated with a significant risk of death in different parts of the world. Hepatitis
C disease, which can cause liver inflammation and, in severe cases, liver damage,
is defined as a viral infection transmitted by contaminated blood. If hepatitis C
infection continues for many years, severe diseases such as scarring of the liver
(cirrhosis), liver failure and liver cancer may occur. According to data from the
WorldHealthOrganization (WHO), there are about 34million new infections each
year. The reason is that hepatitis C virus is the etiology of chronic hepatitis and
is often capable of developing cirrhosis and hepatocellular carcinoma (HCC). In
this study, HCV laboratory test results of 615 patients are included. The aim of
this study is to compare HCV-related diseases and test results in the HCV dataset.
In this study, 9 different machine learning methods were applied to obtain the
highest accuracy. In this study, 9 different machine learning methods were applied
to obtain the highest accuracy. Machine learning methods used in this study were
implemented using Python Programming Language. Among the methods used
in this study, the highest accuracy rate of 95.77% was obtained with the logistic
regression machine learning method.

Keywords: Hepatitis C · Cirrhosis · Fibrosis · Liver function test · Artificial
neural network

1 Introduction

Viral hepatitis describes an infection caused by a virus that affects the liver. This is a
major public health problem all over the world especially in the United States. Viral
hepatitis not only carries a high rate of morbidity, but it also stresses health resources
and causes serious economic crisis. Most cases of viral hepatitis have a chance of being
prevented. The most widely known types of hepatitis viruses include viruses A, B, C,
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and D [1]. Hepatitis (refers to liver inflammation) affected humanity in the fifth century
BC. This disease was mentioned in early biblical literature, and it was explained that it
appeared in epidemics, especially during wartime. The contagious nature of hepatitis II
was found after World War II [1].

The Hepatitis C virus (HCV) is the main cause of the worldwide known diseases
of hepatitis (acute and chronic) and a chronic degenerative condition called cirrhosis,
in which healthy liver cells are replaced by damaged scar tissue [2]. HCV is mainly
transmitted via parenteral exposure to infectious blood or body fluids containing blood,
most commonly with injection drug use [3]. Before a blood donor is transfused into
another patient, a blood test is done to determine if they have HCV disease. One of the
blood samples taken from the donor is checked by performing screening tests. Thus,
antibodies against HCV infection are detected; Nucleic Acid Amplification Test (NAT)
is applied to detect viral genetic material. If a donor receives repeated reactive (positive)
results after antibody screening or NAT tests are performed, this indicates that a donor is
infected with HCV and the blood is not healthy, so all the blood is destroyed and cannot
be used for transfusion. Thus, blood donation is permanently delayed [4]. Diseases
commonly caused by HCV infection include liver diseases such as cirrhosis, hepato-
cellular carcinoma (HCC), and fibrosis. Liver fibrosis is defined as the result of the
wound healing reaction to tissue injury due to chronic HCV infection [5].

The author in [6] used the HCV dataset containing 73 individuals. There are 52
male and 21 female in this dataset from UCI artificial intelligence. It applied 4 artifi-
cial intelligence methods to classify this dataset, these are, KNN, Naive Bayes, Neural
Network (NN) and Random Forest (RF). As a result of this study, NN gave the highest
percentage of accuracy with a value of 95.12%. In another study [7], 3 methods were
applied on a similar data set. These, SVM, Logistic Regression and CART. Looking at
the results, CART (100%) and SVM (98.7%) methods gave the best results. The study in
[8] suggested that decision tree, genetic algorithm, particle swarm optimization andmul-
tiple linear regression models were developed for fibrosis risk estimation. The analyzed
machine learning algorithms could predict advanced fibrosis in patients with AUROC
ranging from 73% to 76%, with an accuracy between 66.3% and 84.4%. This study [9]
used a dataset of patients from maize and aims to know the performance comparisons of
the dataset between multiple and binary class labels. The highest accuracy is indicated
by KNN (51.06%, R) and random forest (54.56%, Python). In a study conducted in [10],
clinical risk prediction models in chronic hepatitis c virus were studied. They developed
and compared two ML algorithms to predict cirrhosis development in the cohort. They
found superior predictive performance for the longitudinal Cox model applied in the
study compared to the CS Cox model (conformity 0.764 vs 0.746) as well as the longi-
tudinal augmented survival tree mod-el compared to the linear Cox model (conformity
0.774 vs 0.764).
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Although important studies have been done, new methods are being tested for the
accuracy of machine learning for HCV. In our study, the purpose is to use machine
learning to come up with the method which would provide the most accurate result.

2 Methodology

2.1 Database

In this study, a data set containing HCV laboratory results of 615 patients from UCI
(California Irvine University) was used [11]. Dataset contains 12 variables and result
categories, also this data has some missing values [11]. The test results used in the
database used in this study are available in Table 2. A liver function test is a blood test
that diagnoses and monitors liver disease or damage. These tests allow it to measure the
levels of certain proteins and enzymes in the blood. Among the frequently performed
liver function tests are Alanine transaminase (ALT), Aspartate transaminase (AST),
Alkaline phosphatase (ALP),Albumin (ALB) and total protein,Bilirubin (BIL),Gamma-
glutamyl transferase (GGT) tests [12]. Cholinesterase (CHE) is a blood test to check the
levels of two substances that help the nervous system function properly. The creatinine
(CREA) blood test is used to evaluate kidney function. Cholesterol test (CHOL) is done
to determine the risk of forming fat deposits that can lead to narrowing or blockage of
the arteries in your body [13]. The test to measure the total amount of protein (PROT)
in the blood is called the Total serum protein test, and it can also check and measure the
amount of albumin and globulin, the two main protein groups in the blood [14].

In the tables below, the distribution of the categories in the data by gender and the
minimum and maximum values of the laboratory tests given were determined by using
the IBM SPSS (Statistics Package for Social Sciences, version 21) package program.
The category values in Table 1 are as follows: 0: Blood Donor, 0s: Suspect Blood Donor,
1: Hepatitis, 2: Fibrosis, 3: Cirrhosis.

Table 1. Output for HCV Data set 1.

Category Female Male

0 215 318

0s 1 6

1 4 20

2 8 13

3 10 20

Total 238 377
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Table 2. Input for HCV Data set 2.

Lab tests Min-Max

ALB 15–82

ALP 11–417

ALT 1–325

AST 10.6–324

BIL 8–254

CHE 1.42–16.41

CHOL 1–10

CREA 8–1079.1

GGT 4.5–650.9

PROT 45–90

AGE 19–77

SEX 1 or 0

The abbreviations in Table 2 are as follows: ALB: Albumin, ALP: Alkaline Phos-
phatase,ALT:Alanine amino-transferase,AST:Aspartate aminotransferase, BIL:Biliru-
bin, CHE: Choline esterase, CHOL: Cholesterol, CREA: Creatinine, GGT: Gamma-
Glutamyl Transpeptidase, PROT: Protein.

3 Classification

Unlike other artificial intelligence applications, machine learning does not need man-
ually entered rules while imitating human intelligence. In machine learning, artificial
intelligence improves itself by assimilating the data presented to it. Machine learning
makes predictions by inferring from mathematical and statistical data. Processing of
mathematical and statistical data can be done with many machine learning methods. In
this study, HCV data set was studied with 9 different machine learning methods. The
created 9 methods have different parameters and mathematical operations. 9 different
machine learning methods used in this study are listed below.

3.1 Logistic Regression

It is often used to describe data and explain the relationship between dependent and
independent data. This algorithm is often used to analyze numerical data [15]. In this
study, our logistic regression algorithm obtained the best accuracy for the HCV dataset
with the parameters Solver = “liblinear” and Tol = “0.0001”.



Evaluation of HCV Infection Laboratory Test Results 265

3.2 Gaussian Naive Bayes

This algorithm is a machine learning algorithm for classifying data. It tries to predict the
class of new data entered the system with high accuracy by calculations made accord-
ing to probability conditions [16]. The naive bayes algorithm can adapt itself as the
data changes in the system. This algorithm re-scans the entire dataset for each new
classification operation. That’s why it’s a little slow.

3.3 KNN (K-nearest Neighbors)

The working logic of this algorithmmakes clustering process according to the proximity
relations between the objects. It works in the coordinate plane with the linear decom-
position method [17]. In this study, it has been seen that the parameters Leaf. Size =
“30”, Metric= “minkowski” and N-neighbors= “5” for the KNN algorithm are the best
parameters for this data set.

3.4 Support Vector Clustering (SVC)

This algorithm is one of the supervised learning algorithms [18]. It is used to predict an
optimal hyperplane in an N-dimensional space. In this study, the parameters Degree =
“3”, Kernel = “linear”, Tol = “0.001” and C = “1” gave the highest accuracy for the
SVC method.

3.5 Radial Basis Function (RBF)

It is a radial-based network that uses basic radial functions as activation functions. It is
used for time series analysis, system controls and classification of categorical data [19].
In this algorithm, the outputs are obtained by applying the sum function. Training and
learning times are short. In the RBF SVC method applied in the study, C = “10” and
Gamma = “0.0001” parameters were the best parameters.

3.6 Artificial Neural Network (ANN)

Artificial neural networks are algorithms based on mathematical modeling of the hu-
man brain. ANN mimics the human learning process. Just like a human, he makes
himself more successful by repeating the examples he encounters [17]. In this method,
information enters the input layer, is processed in the hidden layer, and leaves the output
layer. It has been observed that the best parameters for the ANN algorithm used in this
study are Activation = “logistic”, Alpha = “0.0001” and Hidden layer = “(5,3)”.

3.7 Classification and Regression Trees (CART)

This algorithm is used to construct a decision tree. It has a binary tree structure and
branches out from the parent node into two different nodes. This algorithm is frequently
used on numerical values [20]. It can show high success in noisy data and is a fast
algorithm. The highest accuracy for the CART algorithm used in this study was obtained
with the parameters Max depth = “5” and Min.samples. split = “19”.
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3.8 Random Forest

Random Forest algorithm is a supervised learning algorithm. With this algorithm, a
random forest is created. There are decision trees that are trained in this forest. It is often
used in classification and regression problems [21]. This algorithm is a flexible and easy
to use machine learning algorithm. It has been observed that the best parameters for
this algorithm used in this study are Max.depth = “10”, Min.samples. split = “10” and
N.estimators = “1000”.

3.9 Gradient Boosting Machines (GBM)

The GBM algorithm is a machine learning algorithm used in regression and classifica-
tion problems that generates prediction models in batches [22]. A model is created by
combining decision trees. In this study, the highest accuracy for the GBM algorithm was
obtained by using the learning_rate = “0.01”, max_depth = “3”, min_samples_split =
“5”, and n_estimators = “500” parameters.

3.10 Success Evaluation Criterion

In this study, accuracywas used as success evaluation criterion.Accuracy is awidely used
method among success evaluationmethods. To calculate the accuracy, firstly a confusion
matrix is created and TP (True Positive), TN (True Negative), FP (False Positive) and FN
(False Negative) values are obtained. Accuracy can be briefly explained as the ratio of all
correct answers (TP and TN) to all answers (TP, TN, FP, FN). The model is considered
successful if the Accuracy score is between 0 and 1, with scores approaching 1. The
equation of accuracy is shown in formula (1).

Accuracy = TP + TN

TP + TN + FP + FN
(1)

4 Experimental Results

In this study, the HCV data set, whose details are given in Table 1 and Table 2, is
presented to 9 different machine learning algorithms. The result obtained with all these
algorithms can be reached in Table 3. In this study, anaconda program and Jupiter lab
module were used as working environment. Through this module, 9 different machine
learning algorithms were created with the python programming language and training
processes were realized with the data set. The parameters that offer the highest accuracy
for all machine learning algorithms created with the Python programming language have
been determined and all parameters are presented in the classification part of our study.
Trainings for all algorithms took place at the same time on average. All algorithms
presented close accuracy on average. The HCV dataset, which is available as open
source, is directly submitted to the system. There is no need for any normalization
process beforehand from this established system.
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Table 3. Accuracy table.

Method Accuracy

Logistic Regression 0.9577

KNN 0.9395

RBF 0.9243

ANN 0.9027

SVC 0.9027

Random Forest 0.9027

Gradient Boosting Machines 0.8972

Gaussian Naive Bayes 0.8918

CART 0.8702

5 Conclusion

Hepatitis C virus (HCV) infection is one of the major causes of death and morbidity
in the world. Examples of symptoms in HCV disease include yellow discoloration of
the eyes and skin, itchy skin, fatigue and weakness, weight loss, loss of appetite, and
possibly similar symptoms. People infected with HCV often develop chronic infections
A long-term (chronic) hepatitis C Infection may show no symptoms and is very difficult
to detect, so it is described as a “silent” infection that is usually present in the blood
for many years, until it damages the liver. There is currently no vaccine available for
Hepatitis C. Early detection of hepatitis C disease is very important for treatment. In
the case of early detection of the HCV virus, it has been observed that nearly 60% of
the patients recovered with treatment. While early detection of HCV virus is easy in
developed countries, it may be impossible in some rural areas due to the lack of doctors
in poor countries. The aim of this study is to help reliable early diagnosis of HCV virus
according to laboratory blood test results in countries where the number of specialist
doctors is not sufficient by using the system we proposed in our study. Thus, if the virus
is detected early, the spread of the virus to the body can be prevented during the treatment
process. 70% of the data set was used for the training of all machine learning algorithms
presented in this study. 30% test data was separated from the data set to determine
accuracy of this study. In this study, when 9 different machine learning algorithms
applied to the HCV data set were compared, the highest accuracy was obtained with the
logistic regression algorithm with 95.77%. The next best accuracy was obtained with
the KNN algorithm with 93.95%. All machine learning algorithms used in this study
and the obtained accuracies are presented. In the present study, the lowest accuracy in
the HCV data set was obtained with the CART algorithm. With the CART algorithm,
87.02% accuracy was obtained.
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Fuzzy Logic Approach to the Amount
of Medication Taken During Breathing

with an Inhalator
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Abstract. The fuzzy logic is form of logic that helps professionals solve various
issues in the field of health care by grading right and incorrect in classical reason-
ing. Experts decide whether to change the inhalation time medication dose using
the inhaler depends on the patient’s age, weight, height, and co-morbidities. In the
study, the doses of more regularly prescribed inhaler medications were calculated
by applying fuzzy logic. The study uses fuzzy logic to compute the medication
dose that should be given to the patient set on the patient’s age, human body’s
mass index, and patient class at the outset. The research was based on calculat-
ing the medicine dosage without use of any other medications and assuming no
premedication. The medication dosage levels discovered at the conclusion of the
trial were quite close to the values recommended by specialists. As a result, fuzzy
logic estimator utilized in this work may be thought of as a source of assistance
for inhaler specialists and users.

Keywords: Fuzzy logic · Drug dose · Inhalator · Expert systems · Inhalation
process · Fuzzy systems · Mamdani technique: medication dosage

1 Introduction

Nowadays with the advancement of technology and engineering applications, it is easy
to find answers to the majority of issues encountered in the fields of health and pharma-
cology. In addition, solutions for processes such as pharmacological modeling, medi-
cation dosage, concentration modification, patient follow-up, illness diagnosis systems
are designed to help experts by utilizing intuitive information supplied by experts [1–3].
As uncertain variable expressions, heuristic rules and expert knowledge are required in
modeling complex systems, fuzzy logic is one of the most helpful techniques. In classi-
cal logic, fuzzy logic determines right and incorrect through grading [4–7]. Fuzzy logic
employs linguistic variables from everyday life. The inference rules of the fuzzy logic
rule base are imperfect yet approximate. Individual and nonlinear differences in pharma-
cology, such as age, sex, weight, illness state, genetic polymorphisms, concurrent med-
ications, challenge modeling to predict results. As a result, in a variety of applications,
fuzzy modeling has been utilized to regulate medication administration mechanically.
Closed-loop systems are capable of making independent decisions and attempting to
accomplish a predefined objective. In closed-circuit systems that can adjust dosage or
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drug concentration, control approaches like fuzzy logic and artificial neural networks are
extremely prevalent [7]. The medication dose is calculated by specialists using variables
that different in each patient based on the patient’s specific features. The specialists take
into account the patient’s age, BMI and co-morbidities as the most relevant considera-
tions. With this research, we believe that the fuzzy logic modeling technique might be
useful in assisting specialists in determining medication dose.

2 Materials and Methods

Fuzzy logic is a formof logic that holds everything is a question of degree. It encompasses
classical logic by selecting to rank the truth as well as the dual and clear thinking features
of classical logic. When assessing a thought, it represents the uncertainty in thinking by
incorporating the values of true or false (0, 1) in classical logic and ranks it in the range
of [0 1] how true and false it is. Fuzzy logic provides a solution when classical logic
is insufficient, i.e. when the accuracy criteria cannot be stated precisely. The majority
of physical processes are based on erroneous human thinking [3, 8]. This is a sort of
knowledge that may not be completely accurate, yet it may still be extremely valuable
to individuals. The capacity to incorporate reasoning in unintelligible and complicated
issues is the criterion for assessing fuzzy logic’s efficacy.

In the classical set notion, an element is either a member of the set or not a member
of the set (0, 1). The membership degree notion, on the other hand, defines whether or
not an element belongs to a set-in fuzzy set. The degree of membership specifies how
closely the element is related to the set. The degree of membership specifies how closely
an element is related to the set. The degree of membership is represented by the symbol
“µ” and has a value in the range [0 1]. The membership degree is determined by several
membership functions [9–11] such as bell, pi, triangle and trapezoid.

Systems that use fuzzy logic to model them. Figure 1 depicts the overall structure of
fuzzy systems.

Knowledge base

Database

Rule base

Input Blur Inference engine Clarification Output

Fig. 1. General structure of fuzzy systems
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The database is the structure in which the fuzzy system’s membership functions
are stored. Inputs to the fuzzy system are represented as net values in the form of
sharp set elements. Net values are transformed to fuzzy values utilizing membership
functions throughout the fuzzification process. The rule base contains the fuzzy rules
that will be used by the system to make conclusions. With the inference engine, the
system uses fuzzy rules to produce the output matching to the fuzzy inputs as fuzzy
values. Defuzzification is the process of transforming fuzzy outputs into net values. As
a result of going through these processes, a fuzzy system can provide crisp outputs.
Mamdani is a fuzzy logic algorithm that is commonly employed in fuzzy systems. The
inputs and outputs of fuzzy systems are in the form of fuzzy sets [4]. Fuzzy subsets,
particularly membership functions, are defined by linguistic variables for each input and
output universal fuzzy sets. The degree of membership defines howmuch of the net input
or output value is part of these subgroups. Fuzzy outputs matching to fuzzy inputs are
generated in aMamdani type inference engine by employing the max-min operator from
fuzzy set operations. Using fuzzy rules, the inference engine determines which inputs
and outputs to infer. Inference rules in fuzzy systems are unclear yet approximate in
their validity. Uncertainty and linguistic variables are present in fuzzy logic truth tables
and inference methods. For example, in a Mamdani-type rule, the patient is described as
a “child” with a “weak” mass index and the “DD1” class as a “large” beginning dose of
the medication. The rule base is made up of heuristic rules based on expert knowledge.
Experts create membership functions and rule bases in fuzzy systems; as a result, it is
critical that the expert possess knowledge and expertise with the topic.

3 Statement of the Problem

Defuzzification refers to the process of transforming fuzzy outputs to net values in
fuzzy systems. The most widely used defuzzification methods are center of gravity, area
bisector, middle of the biggest, largest of the largest and smallest of the largest. The
center of gravity technique as described in Eq. (1) is the most widely used method; the
net output value is the center of gravity of the resultant solution surface.

Z = ∫µA(x)xdx
∫µA(x)dx

(1)

In general, professionals consider the patient’s age,weight, height and co-morbidities
when estimating the first dose of the medication. Based on these criteria, the expert
calculates how many mg per kg of the initial dosage should be administered based on
his familiarity with the drug’s therapeutic properties.

This application uses fuzzy logic to predict the drug dose used in the most popular
inhaler device in mg/kg, without premedication or the usage of extra medicines.
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Fig. 2. Application on FIS file

The medication dosage is calculated using the categorization entries “AGE,” “BMI,”
and “ANISMR.” As illustrated in Fig. 2, the Mamdani technique was used in the
implementation, which was done with the MATLAB Fuzzy logic toolbox.

As shown inFig. 3, the first input variable “AGE” is split into four subgroups.Because
the inhaler device is not utilized in children under the age of five, the age range (5–100)
is used.

Fig. 3. Input of “AGE”
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The second input variable, “BMI,” is the patient’s body mass index and is split into
four subgroups, as illustrated in Fig. 4. BMI is measured in kilograms per unit and is
calculated by dividing the patient’s weight by the square of his height. Two patients with
the same weight may have different body mass indexes owing to their height, which
influences the medicine dose to be given to the patients.

Fig. 4. Input of “BMI”

The patient’s “ANISMR” categorization is the third input variable. The Azerbai-
jan National Institute of Sports Medicine and Rehabilitation (ANISMR) categorization
system categorizes patients treated based on their physical health state:

ANISMR1: A normal, healthy individual with no systemic issues, with the exception
of surgical pathology that does not result in a systemic disease.

ANISMR2: Person suffering from a condition that necessitates surgical interven-
tion or from a minor systemic illness (mild anemia, hypertension, emphysema, chronic
bronchitis, diabetes).

ANISMR3: Person with disease that limits activity but does not debilitate (hypov-
olemia, previous myocardial infarction, advanced diabetes, limited lung function).

ANISMR4: Person with serious illness that poses a continuing threat to his life
(shock, decompensated, heart or respiratory disease, unstable angina) (Fig. 5).
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Fig. 5. Input of “ANISMR”

As shown in Fig. 6, the medication dosage was taken in mg/kg as the output variable.
The dosage range was [0.5 5].

Fig. 6. Output of drug dosage

The figure below calculates the average drug dose based on the parameters of a
50-year-old patient weighing 60 kg depending on the data from Azerbaijan National
Institute of Sports Medicine and Rehabilitation (Fig. 8).
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Fig. 7. Example of datas with diagrams

Fig. 8. Surface viewer

4 Conclusion

It was intended to create a system that assists specialists by calculating medicine doses
using fuzzy logic and the system dose levels were fairly similar to the specialist physi-
cians’ values. Thanks to the data, the average starting dose for a specific patient type
was computed using fuzzy logic in Fig. 7. For example, for a patient weighing 60 kg,
standing 1.55 m tall, being 50 years old and having an ANISMR of 3.5, specialists
received an average medication dose of 3 mg/kg, while the study received 2.95 mg/kg.
As a result, the fuzzy logic estimator utilized in this work may be regarded as a resource
for specialists in the field of inhaler devices.
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Abstract. One of the essential factors that can indicate the effective functioning
mechanism of tax administration is the realization level of tax compliance and
liabilities by taxpayers. This paper focuses on developing a model to evaluate
fulfillment level of tax obligations by using fuzzy inference system, as well as to
define interrelationship between tax obligations and tax administration. Proposed
approach has been used to estimate realization level of tax obligations in Azerbai-
jan based on the accurate data in 2020. Unfortunately, the result is unsatisfactory
(0.51), however high fulfillment level can be achieved by strengthening of tax
administration activity (increasing the both quantity and quality of administrative
measures).

Keywords: Tax administration · Fulfillment of tax obligations · Fuzzy inference
system · Efficiency level

1 Introduction

Large scale investigation about taxation proves that most of researches focus on elim-
inating or reducing tax evasion, detecting illegal activities, ways to achieve effective
administration, etc. As taking into consideration more than 30% of the world economy
is an underground activity, it can be mentioned that not only Azerbaijan, but also devel-
oped countries’ tax systems have not achieved effective organization of administration
yet [1]. For this reason, the necessity to define indicators on system of tax administra-
tion activity, to develop new methodologies and models to measure its efficiency have
remained relevant for many years. There are approaches proposed by both other scien-
tists and us to measure the effectiveness of tax administration. Let’s look through some
of them.

In our previous research, a new system of indicators characterizing the activities
of tax administration and expressed in 3 groups - internal, external micro and exter-
nal macro environment was proposed [2]. As a follow-up to this study, a new model
- tax administration efficiency index was developed to measure the efficiency of tax
administration using this system of indicators.
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Since the main duty of tax administration is to regulate and manage tax relations,
it is obvious that the system of indicators that characterizes it is expressed not only in
quantitatively but also in qualitatively. The necessary information base for the assessment
was formed by the State Tax Service under the Ministry of Economy of the Republic of
Azerbaijan, the State Statistical Committee of the Republic of Azerbaijan and a survey
of 27 taxpayers, and the efficiency of tax administration in Azerbaijan was calculated by
the proposed index [3]. By using efficiency index of tax administration newmethodology
was proposed to define detection level of probability level of tax evasion [4].

A method of unified assessment with a hierarchical system was proposed by Ilona
Skackauskiene as considering of tax administration to be one of the three indicator groups
(main, partially and comprehensively integrated) of the tax system.Using the importance
levels of the selected indicators in this study, fairness, efficiency and complexity of tax
administration were calculated using the formulas as below.

T =
∑n

i=1
ωiti, E =

∑n

i=1
ωiei, S =

∑n

i=1
ωisi

As a result, the tax system was evaluated by the equation M = ω
′
1T + ω

′
2E + ω

′
3S

[5].
A new method was proposed in 2016 by several Indian researchers to measure the

effectiveness of tax administration. The study is based on a simple conceptual equation
proposed by these authors in 1995 that links the effectiveness of tax administration to
tax revenue:

Rj = tjBjCj; Bj = b0Y
b1
j Nb2

j ; Cj = c0E
c1
j T c2

j

Rj – tax revenue for a certain period (jth subject), tj – effective tax rate, Bj – the
potential tax base in j, Cj – the part of the potential tax base that is actually taxed in j, Yj
– the national income,Nj – the number of taxpayers (during that period), Ej – the attitude
of the taxpayer, Tj – the effectiveness of tax administration. b0, b1, b2 and c0, c1, c2
– positive constants. The model was used to assess quantitatively the impact of tax
administration on tax revenues by making it empirically through external audits of VAT
administrators by Indian government agencies [6]. In another approach, the efficiency
of tax administration was measured by the amount of tax revenue per employee of a tax
authority [7]. In case of problems related to the taxpayers’ economic activities, various
concessions are applied within the legislation to compensate for the damage. A new
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methodology was proposed using multi-criteria decision-making methods to provide
these allowances to the most deserving taxpayers (the most affected) [8]. Global analysis
show that tax burden is one of the most crucial indicators used to measure the efficiency
of tax administration. There are different approaches to assess the tax burden, one of
which is the methodology for assessing the tax burden, taking into account the shadow
economy under uncertainty [9].

2 Statement of Problem

The level of tax obligations1 fulfillment is one of the factors that allows to measure the
how tax administration mechanism operate effectively. In our previous study [3], the
individual components of tax obligation were taken into account in the assessment of
the tax administration efficiency index. However, the relationship between the general
level of fulfillment of tax obligations and tax administration has not been analyzed.

Therefore, this paper investigates the relationship between the level of tax obligations
of taxpayers (businesses) and the activities of tax administration. For this purpose:

Initially, the process of tax obligations fulfillment and the role of tax administration
in this process, will be analyzed;

Secondly, this process will be modeled by using a fuzzy inference system, as this
process being an issue of decision-making depending on the various components;

Finally, the level of tax administration effectiveness and fulfillment level of tax
obligations will be defined with appropriate assessments.

3 Methodology for Modeling the Relationship Between Fulfilment
of Tax Liabilities and the Tax Administration Effectiveness

The fulfillment of the tax obligations initiates with the registration of the taxpayers and
the acceptance of their duties. However, it does not happen effortlessly. Thus, some of
engaged citizens with entrepreneurial activities try to hide their activities either igno-
rantly or deliberately. The formation of a tax culture among the population is one of the
prerequisites for solving serious problems in the country, such as reducing the level of
the shadow economy, increasing budget revenues and consequently improving the living
standards of the population, ensuring socio-economic welfare.

Seminars, various trainings, regular publications on taxation, especially various com-
petitions for the formation of knowledge about taxes in children and youth in secondary
schools, the organization of competitions play an invaluable role in enlightenment and
awareness policy. Undoubtedly, all of this is possible in a tax system that possesses a
strong, efficient administration. As a result, the official declaration of business activities
(registration as a taxpayer) reduces the level of the shadow economy by preventing tax
evasion.

Other components of the tax obligations are the tax liability (amount of tax depending
on their activity) and tax compliance (timely, accurately filling of tax return). Informing
taxpayers, prompt and complete response to inquiries to eliminate difficulties related to

1 Note: Tax obligations cover both tax compliance and tax liability.
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tax liabilities, sending warning letters, etc. helps to complete this stage completely and
legally. However, in some cases, taxpayers try to evade taxes by committing various ille-
galities (showing less than their income, etc.). Although these attempts are often detected
through various inspections and other administrativemeasures, in some cases they cannot
be detected. Such cases occur as a result of poor organization of administration.

The relationship between tax obligations and tax administration can be expressed in
Fig. 1:

Public enlightenment (publicity 

→ administrative policy)

Registration as a taxpayer 

(first step of tax 

obligations)

Informing of taxpayers, 

warnings, etc.

Payment of taxes, filing 

returns, etc.

Auditing tax returns, organization of 

inspection, detection of evasion, 

application of financial sanctions, etc.

Fig. 1. Interrelationship between tax obligations and tax administration

All above demonstrate that effective tax administration leads to a high fulfillment on
level of tax obligations as well as reduction of the level shadow economy, the application
of financial sanctions and fines by preventing tax evasion in the country. That means,

If x1 is vh(h) and x2 is vh(h) then y1 is vl(l) and y2 is vl(l)

Since the process under consideration is a matter of decision-making depending on
its various components, it is more expedient to express it through a fuzzy inference
system:

Herein, x1, x2 – input variables, y1, y2 – output variables.
x1 – volume of registration as a taxpayer;
x2 – number of accurate (or accepted) tax returns;
y1 – level of shadow economy;
y2 – amount of income from fines.
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Fig. 2. Components and consequences of process of tax obligations fulfillment

The system (see Fig. 2) expresses the entire process of tax obligations fulfillment.
Undoubtedly, the effective functioning of this system depends on the effective organiza-
tion of tax administration. That is, the high level of realization of the tax obligations, its
sufficient and legitimate implementation and consequently, the few numbers of financial
sanctions imposed an amount of income from fines. Low level of shadow economy in
the country shows how tax administration organize effectively.

Therefore, taking into account the necessity to analyze the components of the tax
obligations and the relationship of the results of its fulfillment within tax administration,
a dual inference system is built for modeling this process that both of them consist of 2
inputs and 1 output variables.

The schematic configuration of the process will be as follows.

Fig. 3. Fuzzy relationship model of tax administration and tax obligations fulfillment

Herein,
x1, x2 – input variables of system I;
y1, y2 – input variables of system II;
t.ae – output variable of both fuzzy inference systems, the level of efficiency of tax

administration, and it is assessed in the range of [0.1].
Figure 3 was built to demonstrate obviously the role of tax administration in the

process of tax obligations fulfillment, by authors.
Initially the input and output variables were fuzzified. Membership functions of

each variables were built by expressing of the input variables with 5 linguistic variables
{very low, low, average, high, very high} as well as the output variable with 5 linguistic
variables {non-effective, less effective, average, more effective, the most effective}. In
the next stage, a fuzzy rule set was developed. The result was obtained by aggregating
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the input variables according to the selected inference system type on the basis of the
generated knowledge base and defuzzification of it. Tax administration can be effective
in different combinations of input variables, but the highest level is possible for both
inference systems under the following conditions.

If x1 is vh and x2 is vh then t.ae is most effective → I

If y1 is vl and y2 is vl then t.ae is most effective → II

4 Measuring of Tax Administration Effectiveness Depending
on Tax Obligations Results, in the Sample of Azerbaijan

Using the proposed model, we have analyzed the level of fulfillment of tax obligations
depending on the tax administration in the Republic of Azerbaijan. Since the general
volume of entrepreneurial activity (registered and non-registered), the quality of filled
returns by taxpayers and the degree of acceptance are unknown, we can determine the
level of tax obligation fulfillment by the degree of efficiency of administration. Therefore,
first of all, we have to assess the efficiency level of tax administration through system
II. To realize this evaluation, we have used Mamdani fuzzy inference system [10].

Rule base that is applied to implement this process consists of 13 rules as follows
(see Table 1):

Table 1. Applied rule base

Rules İnputs Output - t.ae

y1 y2

R1 vl vl most effective

R2 l vl most effective

R3 vl l most effective

R4 l l more effective

R5 l avrg more effective

R6 avrg l more effective

R7 avrg avrg avrg

R8 avrg h avrg

R9 h avrg avrg

R10 h h less effective

R11 vh h less effective

R12 h vh less effective

R13 vh vh non-effective
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It has to be noted that the data used for the input variables of the system II are
obtained from the State Tax Service under the Ministry of Economy of the Republic of
Azerbaijan and Prof. Friedrich Schneider’s study [11] about shadow economy.

The assessment covers the year 2020 and used data (input variables) is as below:

y1 − level of shadow economy = 44, 6(%)

y2 − amount of income from fines = 5.62e + 08(m)

Therefore, depending on the data in 2020, the output of fuzzy system (result), that
means the level of efficiency of tax administration (t.ae) is equal to 0.51 or 51%.

5 Conclusion

This research investigated the interrelationship between tax obligations and organization
of tax administration, in addition, proposed new approach to evaluate the realization level
of tax obligations and practically assessed it for the Republic of Azerbaijan. The result
shows that the tax administration in Azerbaijan is on average at 0.51 points. Taking
into consideration the relationship between tax obligations and administration, we can
mention that the tax obligations which must be fulfilled by businesses (general), as well
as registered legal entities and individuals engaged in entrepreneurship in our country is
unsatisfactory and requires further administrative measures.
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Abstract. In this paper PROMETHEE method is applied to project selection
problem under U-number-valued information. All criteria values and importance
weights are described by U-numbers. The obtained results show validity and
effectiveness of the performed analysis.
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1 Introduction

A selection of an optimal project is very important problem for decision makers [1].
For a decision maker (DM), project selection can be considered as a difficult multi-
criteria decision making (MCDM) problem, which needs consideration of a number of
conflicting criteria. In addition, for expressing criteria values, DMs tend to use linguistic
terms due to uncertain and incomplete relevant information. In [1], a problem of project
selection is solved by combining fuzzy AHP and VIKOR methods.

The basic goal of [2] is project selection in aBig-Four company located in Turkey. An
MCDMproblem is considered under fuzziness of selection criteria. Paper [3] focuses on
developing a model based on Shannon Entropy and fuzzy TOPSIS technique for solving
of a problem of project portfolio selection.

Often, real-world decision problems occur in ‘usual’ situations. Prof. Zadeh intro-
duced the concept of usuality for formalization of information relevant to such situations
[4–6]. From the other side, decision relevant information in real-world problems is char-
acterized by partial reliability. In order to deal with this issue, Prof. Zadeh introduced
the concept of a Z-number, as a pair of two fuzzy numbers Z = (A, B) [7]. A is a fuzzy
constraint on values of a random variable X . B is a fuzzy reliability of A, and is consid-
ered as a value of probability measure of A. One can see that we deal with a combination
of fuzziness and probabilistic uncertainty. In [8, 9] a general and effective approach to
computation with discrete Z-numbers is proposed.

Aliev introduced a concept of U-number as a special case of a Z-number to form a
new bridge to formalization of usuality. In U-number, the reliability part ranges within
the class of “rarely”, “often”, “usually” and other usuality terms.
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In turn, no works exist on application of U-number concept as a new view on usuality
paradigm. In this paper we use the concept of U-number in a project selection problem.
Criteria values and importance weights are described by U-numbers.

The paper is organized as follows. In Sect. 2 we give a prerequisite material used in
the sequel. In Sect. 3, we use PROMETHEE method to solve the considered problem
U-number. Conclusion is presented in Sect. 4.

2 Preliminaries

Definition 1. U-numbers [10, 11]. Let X be a random variable and A be a fuzzy number
playing a role of fuzzy constraint on values that the random variable may take: X is
A. The definition of a usual value of X may be expressed in terms of the probability
distribution of X as follows [5]. If p(xi) is the probability of X taking xi as its value, then

usually(X is A) = μusually

(∑
i
p(xi)μA(xi)

)
(1)

or

usually(X is A) = μmost

(∑
i
p(xi)μA(xi)

)
(2)

A usual number describing, “usually, professor’s income ismedium” is shown Fig. 1.

Fig. 1. An example of U-number

Formula (2) indicates that the probability that the event A occurs as the value for
the variable X, is “most”. As it was mentioned above, Zadeh provided an outline for
the theory of usuality, however this topic requires further investigation. It is needed a
more general approach for other usuality quantifiers. In this paper “usuality” will be a
composite term characterized by fuzzy quantities as always, usually, frequently/often,
occasionally, seldom, almost never/rarely, never. The codebook for “usuality” is shown
in Fig. 2.

Definition 2.Operation onU-numbers. [10, 11].LetU1 = (A1,B1) andU2 = (A2,B2)

be U-numbers (B1 and B2 are fuzzy terms of the usuality codebook) describing values
of random variables X1 and X2. Assume that it is needed to compute the result U12 =
(A12,B12) of a two-place operation ∗ ∈ {+,−, ·, /}:U12 = U1 ∗ U2.
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Fig. 2. The codebook of the fuzzy quantifiers of usuality

The first stage is the computation of two-place operations ∗ of fuzzy numbers A1
and A2 on the basis of fuzzy arithmetic.

The second stage involves step-by-step construction of B12 and is related to prop-
agation of probabilistic restrictions. We realize that in U-numbers U1 = (A1,B1) and
U2 = (A2,B2), the ‘true’ probability distributions p1 and p2 are not exactly known. In
contrast, the information available is represented by the fuzzy restrictions:

μp1(p1) = μB1

(
n1∑
k=1

μA1(x1k)p1(x1k)

)
, μp2(p2) = μB2

(
n2∑
k=1

μA2(x2k)p2(x2k)

)
.

Given these fuzzy restrictions, extract probability distributions pj, j = 1, 2 by solving
the following goal linear programming problem [7, 8]:

c1v
l
1 + c2v

l
2 + ... + cnv

l
n → bjl (3)

subject to

vl1 + vl2 + ... + vln = 1

vl1, v
l
2, ..., v

l
n ≥ 0

}
. (4)

where ck = μAj (xjk) and vk = pj(xjk), k = 1, .., nj , k = 1, .., nj .
Distributions pjl(xjk), k = 1, .., nj naturally induce probabilistic uncertainty over

the result X12 = X1 ∗ X2. This implies that given a pair p1l1 , p2l2 , the convolution
p12s = p1l1 ◦ p2l2 , s = 1, ...,m2 is to be computed.

Given p12s, the value of probability measure of A12 can be computed: P(A12) =
n∑

k=1
μA12(x12k)p12(x12k). However, the ‘true’ p12s is not exactly known as the ‘true’

p1l1 , p2l2 are described by fuzzy restrictions. These fuzzy restrictions induce the fuzzy
set of convolutions p12s, s = 1, ...,m2 with the membership function defined as [6–8]

μp12(p12s) = maxp12s=p1l1◦p2l2 [μp1(p1l1) ∧ μp2(p2l2)] (5)

subject to

μpj (pjlj ) = μBj

( nj∑
k=1

μAj (xjk)pjlj (xjk)

)
, j = 1, 2 (6)
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where ∧ is min operation.
The membership function of Z+

1 = (A1, R1) is defined as [6–8]

μB12(b12s) = max(μp12(p12s)) (7)

subject to

b12s =
∑
k

μA12(xk)p12s(xk) (8)

As a result, U12 = U1 ∗ U2 is obtained as U12 = (A12,B12).

Definition 3. Fuzzy Pareto optimality (FPO) principle based comparison of Z-
numbers [7]. Fuzzy Pareto optimality (FPO) principle allows to determine degrees
of Pareto Optimality of multiattribute alternatives. We apply this principle to compare
Z-numbers as multiattribute alternatives – one attribute measures value of a variable,
the other one measures the associated reliability. According to this approach, by directly
comparing Z-numbers Z1 = (A1,B1) and Z2 = (A2,B2) one arrives at total degrees
of optimality of Z-numbers: do(Z1) and do(Z2). These degrees are determined on the
basis of a number of components (the minimum is 0, the maximum is 2) with respect
to which one Z-numbers dominates another one. Z1 is considered higher than Z2 if
do(Z1) > do(Z2).

Let us consider a MCDM problem under Z-valued information.

Definition 4 [8]. A distance between Z-numbers. The distance between Z-numbers
Z1 = (A1,B1) and Z2 = (A2,B2) is defined as

D(Z1,Z2) = 1

n + 1

n∑
k=1

{∣∣∣aL1αk − aL2αk

∣∣∣ +
∣∣∣aR1αk − aR2αk

∣∣∣
}

+ 1

m + 1

m∑
k=1

{∣∣∣bL1αk − bL2αk

∣∣∣ +
∣∣∣bR1αk − bR2αk

∣∣∣
}

where aLα = minAα, aRα = maxAα , bLα = minBα,bRα = maxBα .

3 Statement of the Problem and a Solution Method

Let us consider MCDM problem with U-number-valued information. Three projects P1,
P2, P3 are evaluated by four criteria: net present value (C1), quality (C2), contractor’s
technology (C3) and contractor’s economic status (C4) [12]. The criteria values and
importance weights are described by U-numbers U = (A,B) (see Tables 1 and 2).

Let us solve this problem by using the algorithm of the PROMETHEEmethod under
U-number-valued information [13].

At the first stage, decision matrix is weighted by multiplying the importance weights
of evaluation criteria and the criteria values. The weighted normalized U-numbers are
as follows (Table 3):
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Table 1. U-number-valued criteria evaluations

C1 C2

f1
{
0/
0.55

1/
0.61

0/
0.67

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.44

1/
0.48

0/
0.53

}{
0/
0.3

1/
0.5

0/
0.7

}

f2
{
0/
0.39

1/
0.43

0/
0.48

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.53

1/
0.59

0/
0.65

}{
0/
0.3

1/
0.5

0/
0.7

}

f3
{
0/
0.6

1/
0.66

0/
0.73

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.58

1/
0.65

0/
0.71

}{
0/
0.3

1/
0.5

0/
0.7

}

C3 C4

f1
{
0/
0.52

1/
0.57

0/
0.63

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.50

1/
0.56

0/
0.61

}{
0/
0.5

1/
0.7

0/
0.9

}

f2
{
0/
0.44

1/
0.49

0/
0.54

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.46

1/
0.51

0/
0.56

}{
0/
0.5

1/
0.7

0/
0.9

}

f3
{
0/
0.6

1/
0.66

0/
0.72

}{
0/
0.5

1/
0.7

0/
0.9

} {
0/
0.59

1/
0.65

0/
0.72

}{
0/
0.5

1/
0.7

0/
0.9

}

Table 2. Importance weights of the criteria

N Weights

w1

{
0/
0.16

1/
0.25

0/
0.38

}{
0/
0.5

1/
0.7

0/
0.9

}

w2

{
0/
0.16

1/
0.24

0/
0.36

}{
0/
0.5

1/
0.7

0/
0.9

}

w3

{
0/
0.15

1/
0.23

0/
0.35

}{
0/
0.5

1/
0.7

0/
0.9

}

w4

{
0/
0.18

1/
0.28

0/
0.42

}{
0/
0.5

1/
0.7

0/
0.9

}

Table 3. The weighted Z-number-valued decision matrix

C1 C2

f1
{
0/
0.09

1/
0.15

0/
0.25

}{
0/
0.3

1/
0.52

0/
0.82

} {
0/
0.07

1/
0.12

0/
0.19

}{
0/
0.19

1/
0.39

0/
0.64

}

f2
{
0/
0.06

1/
0.11

0/
0.18

}{
0/
0.3

1/
0.53

0/
0.82

} {
0/
0.08

1/
0.14

0/
0.23

}{
0/
0.19

1/
0.39

0/
0.64

}

f3
{
0/
0.1

1/
0.17

0/
0.23

}{
0/
0.3

1/
0.53

0/
0.82

} {
0/
0.09

1/
0.16

0/
0.26

}{
0/
0.19

1/
0.39

0/
0.64

}

C3 C4

f1
{
0/
0.08

1/
0.13

0/
0.22

}{
0/
0.3

1/
0.53

0/
0.82

} {
0/
0.09

1/
0.16

0/
0.26

}{
0/
0.3

1/
0.53

0/
0.82

}

f2
{
0/
0.07

1/
0.11

0/
0.19

}{
0/
0.3

1/
0.53

0/
0.82

} {
0/
0.08

1/
0.14

0/
0.24

}{
0/
0.3

1/
0.53

0/
0.82

}

f3
{
0/
0.09

1/
0.15

0/
0.25

}{
0/
0.3

1/
0.53

0/
0.82

} {
0/
0.11

1/
0.18

0/
0.3

}{
0/
0.3

1/
0.53

0/
0.82

}

At the second stage, for comparing two alternatives g and f on each criterion,
distances values D(Ugj(A,B), (1, 1)), D(Ufj(A,B), (1, 1)), D(Ugj(A,B),Ufj(A,B)) are
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computed. We consider that Ugj(A,B) ≥ Ufj(A,B) iff D(Ugj(A,B), (1, 1)) ≤
D(Ufj(A,B), (1, 1)) [13]. Then preference function is formalized as:

P(Ugj(A,B),Ufj(A,B)) =
{
0,Ugj(A,B) ≤ Ufj(A,B)

D(Ugj(A,B),Ufj(A,B)),Ugj(A,B) > Ufj(A,B)
.

The obtained results are given in Table 4.

Table 4. The preference function Pj(Ug(A,B),Uf (A,B))

C1 C2 C3 C4

P(1, 2) 0.08 0 0.03 0.03

P(1, 3) 0 0 0 0

P(2, 1) 0 0.04 0 0

P(2, 3) 0 0 0 0

P(3, 1) 0.03 0.07 0.03 0.04

P(3, 2) 0.09 0.03 0.07 0.07

At the third stage, Z-number valued preference index is computed to define the value
of the outranking relation (j = 1, 2, …, n):

π(g, f ) =
n∑

j=1

[
wjPj(g, f )

]
.

The obtained results are shown in Table 5.

Table 5. Z-number valued preference index

f1 f2 f3

f1 – (0.023,0.035,0.054)
(0.22,0.43,0.76)

–

f2 (0.006, 0.01, 0.014),
(0.5, 0.7, 0.9)

– –

f3 (0.0282, 0.043, 0.0634),
(0.15, 0.35, 0.71)

(0.042,0.066,0.099),
(0.18,0.37,71)

–

At the fourth stage, the leaving and entering flows are computed for ranking of
alternatives:

φ+(g) = 1

n − 1

m∑
f 	=g
f =1

π(g, f ), φ−(g) = 1

n − 1

m∑
f 	=g
f =1

π(f , g), (f 	= g) (9)



292 K. I. Jabbarova

where n is the number of alternatives.
The obtained results are shown in Table 6.

Table 6. Z-number valued flows for each alternative

Leaving flows Entering flows

f1 (0.0115, 0.0175, 0.027) (0.22, 0.43, 0.76) (0.017, 0.0265, 0.0385), (0.15, 0.35, 0.73)

f2 (0.003, 0.005, 0.007), (0.5, 0.7, 0.9) (0.0325, 0.0505, 0.0765), (0.18, 0.37, 0.73)

f3 (0.035, 0.055, 0.08), (0.15, 0.35, 0.73) –

At the fifth stage, net flow is computed as follows:

φ(g) = φ+(g) − φ−(g)

The obtained results are shown in Table 7.

Table 7. Z-number valued net flows for the alternatives

φ(g)

f1 (−0.006, −0.009, −0.012)(0.19,0.35,0.62)

f2 (−0.03, −0.05, −0.07)(0.21, 0.4, 0.62)

f3 (0.04,0.06,0.08),(0.15,0.35,0.73)

At sixth stage, the alternatives are ranked by using Definition 3 (see Table 8).

Table 8. Preference rank of each alternatives

Ranking

f3

f2

f1

Thus, alternative f3 is the best one.

4 Conclusion

In this paper PROMETHEE is applied to project selection problem. The values and
importance weights of criteria are described by U-numbers. For ranking of alternatives,
fuzzy Pareto optimality principle-based comparison of Z-numbers is used.
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Abstract. In this study, the accuracy of two recurrent neural network (RNN) units,
long short-term memory (LSTM) and gated recurrent unit (GRU) are compared
for downscaling precipitation in Tabriz synoptic station from Can-esm2 general
circulation model (GCM) parameters. Also feedforward neural network (FFNN)
is also employed as a base model to compare. To avoid redundant calculations,
AmongGCMparameters, themost effective parameters for the proposedmodeling
are selected via k-means clustering and mutual information (MI) measure. Then
with a split sampling approach, 80% of the data is used for training of the models
and remaining 20% is utilized to compare the performance of the models. Results
show that two employed RNNs, are performing similarly in terms of coefficient
of determination (DC). Although GRU modeling demanded more hidden units,
which results in similar trainable neurons with LSTM, LSTM modeling needed
more epochs to achieveoptimal results. Therefore, due to the obtained results,GRU
is more time efficient and requires less computational cost. Predictions made by
both RNNs resulted similarly and around 35% higher DCs from results obtained
with (FFNN).

Keywords: General circulation models · Downscaling precipitation · Statistical
downscaling · Long short-term memory · Gated recurrent unit

1 Introduction

General circulationmodels (GCMs) are indispensable tools for investigation and climate
change modeling. However, practical applications of GCM data are limited due to the
coarse spatial grading of the data. The purpose of Coupled Model Intercomparison
Project (CMIP) is to provide better understanding of the past, present and future changes
of the climate with respect to natural variability and radiative forcing. CMIP5 model
includes concentration and emission scenarios and has finer spatial grading,whichmakes
the model superior to previous CMIPs. Among important climatologic parameters, the
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precipitation is more pivotal due to undisputed importance of water.Moreover, modeling
precipitation is a challenging task in comparison to other parameters like temperature,
due to complexity of natural processes affecting precipitation, which are lifting the
uncertainty involved in modeling. Statistical downscaling GCM data for precipitation is
a researching filed, which benefits from future scenarios for forecasting precipitation in
a region.

Artificial Neural Network (ANN) modeling is a common approach for statistical
downscaling of GCMs among studies. Shallow ANN structures such as feedforward
neural networks (FFNN), have advantages like being non-linear and having generaliza-
tion capacity, which makes them efficient for downscaling GCM parameters. However,
disadvantages such as challenge of selecting number of inputs and outputs, overfit-
ting and immutability of weights and biases after training phase, brought the interest
of researches to use deep learning (DL) methods like Recurrent Neural Networks for
modeling sequences. Although classic RNNs have been shown to be an effective tool
for modeling hydrologic time series [1], RNNs are observed to be not effective for long
sequences due to vanishing and explodinggradient problems [2]. LongShort-TermMem-
ory (LSTM) is an advancedDLmethod, which has been designed to overcome exploding
and vanishing gradient problems [3]. LSTM is proven to be effectively include long-term
dependencies via the Cell State and gated structure while maintaining the inclusion of
the short dependencies with the Hidden State. More recently, a new variant of RNNs, the
Gated Recurrent Unit (GRU), has been designed with gated structure, similar to LSTM,
which has comparable results with LSTM with less computational effort [4]. Although
there are very limited studies for downscaling precipitation via LSTM [5], to the best of
authors knowledge there is no study employing GRU for downscaling GCM parameters.

2 Materials and Methods

2.1 Study Area and Dataset

In this study, in order to investigate the proposedmethods performance, data from station
of Tabriz synoptic station were used as targets for modelling. Tabriz is the capital of
East Azerbaijan province, which is among the industrial cities in Northwestern Iran. Its
latitude, longitude and altitude are respectively 38.07 °N, 46.14 °E and 1364 m above
sea level. Tabriz is surrounded by the Einali and Sahand mountains. As indicated by the
De Martonne aridity index, the region is classified as a semi-arid area. The mean yearly
precipitation of Tabriz is nearly 290 mm, which is very low compared with the world
normal, which is 800 mm. This city is characterized by relatively hot summers (up to
42 °C) and very cold winters (down to −25 °C). Rainfall events tend to be intensive due
to the proximity of mountains.

In this study, the observed data for downscaling precipitation and temperature were
retrieved from the Iran meteorological office for the periods of 1951–2005 for Tabriz
station. GCM data under CMIP5 were extracted from (http://cera-www.dkrz.de/). For
downscaling and modeling past data, historical data from the years 1951 to 2005 for the
Tabriz stations were applied.

Among different GCMs CMIP5, the Can-ESM2 was used in this study since some
previous studies indicated that these GCMs could lead to acceptable performance over

http://cera-www.dkrz.de/
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Iran [6]. Data from four grid points around the stations were retrieved, since each grid
point from different areas may have its individual impact on the considered parameters.

2.2 Dominant Input Selection and Data Pre-processing

Since GCMs include high number of parameters, selecting dominant inputs for down-
scaling is an essential step for reducing calculation time and increase the efficiency of
the model. Thus, k-means clustering is applied to determine dominant inputs and group
similar parameters. Then, Mutual Information is applied as a nonlinear measure and
select dominant input parameters from clusters [7].

Selected input data and target output data were normalized to the range of [−1, 1]
which is the sensitive range of the activation functions used in the ANN structures.

A split data method is applied to evaluate the generalization capability of the models
inwhich, 80%of the data are used for training and 20%of the data are used for validation.

2.3 Recurrent Neural Networks

Long Short-Term Memory networks have been developed to overcome the vanishing
and exploding gradient problems of the classical RNNs with flow of the data in the
hidden state through the gates and activation functions and in the cell state without
going through any activation function. The LSTM cell is consisting of four gates, each
with an activation function, which are considered as neurons and are trainable. The
mentioned gates are input, forget, modulation and output gates. The process in a LSTM
cell is described via Eqs. 1–4 [3] as:

fi = σf

(
Wf

dataxt + Wf
stateht−1 + bf

)
(forget gate) (1)

ii = σi

(
Wi

dataxt + Wi
stateht−1 + bi

)
(input gate) (2)

gi = σg
(
Wg

dataxt + Wg
stateht−1 + bg

)
(modulation gate) (3)

oi = σo
(
Wo

dataxt + Wo
stateht−1 + bo

)
(output gate) (4)

These gates make it possible for LSTM to decide to whether forget the information
(via weights) or pass it to the next cell as:

ct = ft � ct−1 + it � gt (5)

The cell state ct gets updated with Eq. 9.� indicates the element-wise multiplication
and:

ht = ot � σh(ct) (6)

where σ t is the non-linear activation function and the hidden state ht is divided from
output gate and passes to next cell too.
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The hidden state is the short-term memory unit which carries information from the
immediately previous events and overwrites at every time step, which is common inRNN
structures. On the other hand, the cell state is the long-term memory unit that saves and
loads the information from the previous time steps (not necessarily the immediately
previous time step).

Gated Recurrent Unit networks are developed to reduce the calculations and speed
up the modeling process by simpler structure. In GRU structure, ht and ct are merged
into into one ht and number of gates is reduced to two control gates, the update and the
reset gates. The update gate controls the amount of ht−1 to brought in current timestep
(t) and the reset gate controls the amount of information from ht−1 to written into the
current candidate set. The internal process of GRU is described as:

rt = σr
(
Wr

dataxt + Wr
stateht−1 + br

)
(reset gate) (7)

zt = σi
(
Wz

dataxt + Wz
stateht−1 + bz

)
(update gate) (8)

ĥt = tanh
(
Wc

dataxt + Wc
state(rt � ht−1) + bc

)
(new candidate state) (9)

ct = (1 − zt) � ct−1 + zt � ĉt (output gate) (10)

2.4 Evaluation Criteria

For evaluation of accuracy of employed methods in this study, two evaluation criteria of
root mean square error (RMSE) and coefficient of determination (DC or Nash-Sutcliffe)
were used as:

RMSE =
√∑N

i=1(Ri − Zi)
2

N
(11)

DC = 1 −
∑N

i=1(Zi − Ri)
2

∑N
i=1(Zi − Z)

2 (12)

where Ri is the estimated value, Zi is the target, Z is the mean value of the targets and
N is the sample size. RMSE is sharing the dimension with observations while DC is
dimensionless and the range of DC is (−∞, 1], in which the more value of DC gets close
to 1, the more regression is accurate.

3 Results

Dominant input selection has resulted in selecting huss (near-surface specific humidity)
from grid point located in 37.67308963 and 45 latitude and longitudes respectively and
huss, evspsbl (water evaporation flux) and hur (relative humidity) from grid point located
in 40.46364818 and 45 latitude and longitudes respectively.
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For evaluation of the employed RNN models, results are compared with modeling
via classic FFNN. Number of hidden neurons and epochs are defined by trial and error
process and best achieved results are reported in this study. The training data set consists
of time steps for 1951 to 1995 and validation data set is chosen from 1995 to 2005.
Results, which are tabulated in Table 1, show the superiority of RNNs over classic
FFNN for downscaling precipitation using GCM parameters.

Table 1. Results of modeling with FFNN, GRU and LSTM networks

Model DC train DC
validation

RMSE*
train

RMSE*
validation

Elapsed
time

No. of
hidden
neurons

No. of
epochs

FFNN 0.3829 0.3106 0.301 0.2586 6.79 4 20

GRU 0.285 0.4292 0.3242 0.2353 80.93 9 40

LSTM 0.3543 0.4197 0.3081 0.2373 113.84 6 80
* Denotes normalized RMSE values.
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Fig. 1. Comparison of observed precipitation values in Tabriz station with downscaled values via
FFNN, GRU and LSTM



Downscaling Precipitation from GCM Parameters 299

a.

b.

c.

0

10

20

30

40

50

60

0 10 20 30 40 50 60

Pr
ed

ic
te

d 
pr

ec
ip

ita
tio

n 
(m

m
)

Obesrved precipitation (mm)

0

10

20

30

40

50

60

0 10 20 30 40 50 60

Pr
ed

ic
te

d 
pr

ec
ip

ita
tio

n 
(m

m
)

Obesrved precipitation (mm)

0

10

20

30

40

50

60

0 10 20 30 40 50 60Pr
ed

ic
te

d 
pr

ec
ip

ita
tio

n 
(m

m
)

Obesrved precipitation (mm)

Fig. 2. Scatter plot for validation dataset of a) FFNN, b) GRU and c) LSTM models outputs
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4 Discussion

To obtain the best possible structure, 1 to 15 hidden neurons are tried with 10 to 100
epochs. As it is shown in Table 1, the more complicated structure of neural network is,
the more epochs demanded to reach the optimal result. However, GRU structure which
has less gates (as a result less weights and biases), needed a greater number of hidden
units than LSTM, which is more complex (has more gates and more parameters). Thus,
it is clear that both RNNs need a certain range of gates (internal activation functions) to
reach the best possible results. In turn, LSTM model needed more epochs for reaching
the best results which resulted in consuming 40% more time than GRU modeling.

The obtained results show that employed RNNs in this study can improve the robust-
ness of downscaling precipitation by 35%, in validation dataset, when compared with
classic FFNN. One possible reason of RNNs superior performance in downscaling pre-
cipitation with GCM parameters is the capability to include past events of precipitation,
which model generated in previous time steps, in modeling. However, FFNN resulted in
higher DC in training dataset than both RNNs, which means RNNs have better general-
ization capability than FFNNs. On the other hand, LSTM and GRU performed similar
to each other with very low difference is accuracy (see Fig. 1 and 2). It is also concluded
in other hydrological modeling studies [5] that LSTM and GRU are subjected to equal
performance, with GRU demanding less computational labor and time.

5 Conclusion

In this paper, two RNN models, GRU and LSTM, are used for statistically downscaling
precipitation for Tabriz city synoptic station from the CMIP5. The most dominant input
candidates for modeling are chosen from parameters of can-esm2 GCM by k-means
clustering and MI measure. Then with a split sampling approach, 80% of data were
utilized as training dataset formodels and remaining 20%were used as validation dataset
for evaluating the accuracy of models. Results show that GRU and LSTM are predicting
the precipitation values with similar accuracy, while performing 35%more accurate than
the classical FFNN. Although GRUmodel resulted better with higher number of hidden
units than LSTM, which means similar number of gates to be trained, LSTM needed
more epochs to reach similar accuracy. Thus, GRU can perform similar to LSTM with
less calculations and less time consumed.
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Abstract. Personnel choice problem is one of themain problems inmanagement.
This problem has been an extensively discussed topic during the last decade. If
considered not as a pure mathematical task but rather as a complex real-world
problem, choosing sufficiently qualified personnel while having multiple alter-
natives requires to process perception based information about multiple persons
(specialists) to get hired. The perception based type of information can be mathe-
matically processed by applying Zadeh’s and Aliev’s theories: the application of
fuzzy logic theory and its extension – Z number theory is shown in the correspond-
ing scientific literature, where the outlined theories are described as quite effective
approaches to process the perception based type of information. Z-number has an
ability to represent restraints and reliability of human knowledge. In this research,
for solving personnel selection problem a new method based on Z-numbers is
proposed.

Keywords: Z-number · Personnel selection · State of nature · Decision matrix ·
Alternatives

1 Introduction

Personnel selection problem is a complicated problemof the real life.Determining values
of several personnel-selection criteria is compulsory for Personnel selection task. Each
criterion is characterized by the different level of importance.

In the scientific literature, there have been several methods proposed and applied
for solving the personnel selection task, that is able to be split into three groups: deter-
ministic, stochastic and fuzzy methods. Each method has its own features, advantages
and limitations; and TOPSIS, AHP (analytic hierarchy process), Expert Systems, ANP
(analytic network process), fuzzy set theory are among the frequently used ones.

There are a lot of works in the scientific researches reviewing the state of personnel
selection problem [1–5], and the main drawback, emerging from these reviews, it is pos-
sible to show shortly as follows. Significant number of studies treat different personnel-
selection criteria as independent from each other, whereas this is often not the case in the
real-world tasks: the criteria can have some level of cognation, which means that they
represent to-some-extent overlapping qualities of a person. Determining the relations
among criteria should provide to the objectiveness and improve the quality of the cor-
responding decision making process. Currently, there are a number of reported studies
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on the theme of computer-based rational decision making. However, they are focused
on either fuzzy or probability based information and cannot represent both restraints
and validity. So, a Z-number based theory, in such case, can be considered as a more
adequate concept for representation of information [7–13]. A Z - number consist of an
ordered pair as Z = (A,B) of fuzzy numbers representing a random variable X , where
Ã is restriction and B̃ is an estimation of the reliability of Ã. Application of Z- number
is effective tool for describing information [6], thus Z-number based computations are
applied in this study to solve personnel selection problem.

The structure of the paper is as follows. In Sect. 2, we describe preliminaries. In
Sect. 3, a statement of the problem and the proposed approach are presented. A numerical
example to demonstrate the suggested approach is shown in Sect. 4. The paper ends with
some conclusions.

2 Preliminaries

Definition 1. Discrete Z-number [7]. A discrete Z-number is an ordered pair Z =
(A,B) of discrete fuzzy numbers A and B. A plays a role of the fuzzy constraint on
the values that a random variable X may take. B is a discrete fuzzy number with a mem-
bership function µB : {b1, ..., bn} → [0, 1], {b1, ..., bn} ⊂ [0, 1][0, 1], playing a role of
a fuzzy constraint on the probability measure of A, P(A).

Definition 2. Operations Over Discrete Z-numbers [8–12]. LetX1 andX2 be discrete
Z-numbers describing information about values of X1 and X2. Consider computation of
Z12 = Z1∗Z2, ∗ ∈ {+,−, ·, /} and, square root, power. The first state is the computation
of A12 = A1 ∗ A2.

The second state involves construction of B12. We realize that, in Z-numbers Z1 and
Z2, the ‘true’ probability distributions p1 and p2 are not exactly known. In contrast, the
fuzzy restrictions represented in terms of the membership functions are available:

µp1(p1) = µB1

(
n1∑
k=1

µA1(x1k)p1(x1k)

)
, µp2(p2) = µB2

(
n2∑
k=1

µA2(x2k)p2(x2k)

)
,

Probability distributions pjl(xjk), k = 1, ..., n induce probabilistic uncertainty over
X12 = X1 + X2. Given any possible pair p1 and p2 , the convolution p12 = p1 ◦ p2 is
computed as follows:

p1(x) =
∑

x1+x2=x

p1(x1)p2(x2), ∀x ∈ X12; x1 ∈ X1, x2 ∈ X2

Given p12s, the value of probability measure of A12 is computed as follows:

P(A12) =
n∑

k=1

µA12(x12k)p12(x12k),

However, p1 and p2 are described by fuzzy restrictions which induce fuzzy set of
convolutions: µp12(p12) = max{p1,p2:p12=p1◦p2} min{µp1(p1), µp2(p2)}.
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The fuzziness of information on p12 induces fuzziness of P(A12) as a discrete fuzzy
number B12. The membership function µB12 is defined as follows:

µB12(b12) = maxµp12(p12)

subject to b12 =
n∑

i=1

µA12(xi)p12(xi)

As a result, Z12 = Z1 ∗ Z2 is obtained as Z12 = (A12,B12).

3 Statement of the Problem

The statement of the problem is described by using states of nature, alternatives and
utilities.

States of nature are described with the personal attributes: Extraversion, Consci-
entiousness, Emotional Stability. During the personnel evaluation, it is very effective
to identify the real state of the personal attributes. Personal attributes are not sharply
defined, they overlap with each other. In this case, it seems rather effective to represent
the attributes by using Z-number: S = {S1, S2, S3} = {(S1,ZP1), (S2,ZP2), (S3,ZP3},
ZP1 = (Ãp1, B̃p1),ZP2 = (Ãp2 , B̃p2),ZP3 = (Ãp3 , B̃p3),

S1 − Emotional Stability, S2 − Extraversion, S3 − Conscientiousness.

Thus, in this paper, linguistic information on likelihood ZPi , i = 1, 2, 3 of the states
of nature is described by Z-value based probabilities ZPi = (Ãpi , B̃pi ), i = 1, 2, 3 of the
states Si.

In this problem alternatives are given by the staff of IT and control faculty: Dean,
Head of department, Head of IT center. Alternatives, which described Z-number is as
follows

Af = {f1, f2, f3}
Where f1-dean, f2 -head of department, f3- head of IT center.
Usefulness of an alternative fj, j = 1, 2, 3 on a state si, i = 1, 2, 3 is examined as a

productiveness of an existing staff employed at the existing personal attributes. Evalua-
tion of a considered person at the considered attributes can be adequately described by
a decision maker. In this case, usefulness or utility of an alternative fj chosen at the si
will be taken into account as a ZU (F). In the given situation ZU (f ) is determined as

ZU (f ) = ZX1ZPs1 + ZX 2ZPs2 + ZX 3ZPs3

wheremultiplication and addition operation are determined according to definition given
in Sect. 2.
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Table 1. Decision matrix

S1(unimportant, high) S2(very unimportant, high) S3(important, high)

f1 (very unimportant, about 0.8) (very important, high) (more important, very high)

f2 (more important, about 0.8) (fair, about 0.5) (unimportant, very high)

f3 (very important, about 0.7) (fair, about 0.5) (unimportant, high)

4 Numerical Example

Decision maker determine the staff at various state the personal attributes by using
z-information. Decision matrix is given in Table 1. Linguistic evaluation of linguistic
variables and their fuzzy restrictions and reliability are given below:

The notations: S1 - Emotional Stability, S2 - Extraversion, S3 - Conscientiousness.
The Z-numbers used for Si, i = 1, ..., 3:

S1(unimportant, high) = {(0.2, 0.28,0.3,0.4),(0.8,0.88,0.9,0.95)};
S2(very unimportant, high) = {(0.1,0.18,0.2,0.3), (0.8,0.88,0.9,0.95)};
S3(important, high) = {(0.4,0.48,0.5,0.6), (0.8,0.88,0.9,0.95)}.
1-st alternative:
(very unimportant, about 0.8) = {(0.1, 0.18,0.2,0.3), (0.7,0.78,0.8,0.9)};
(very important, high) = {(0.5,0.58,0.6,0.7), (0.8,0.88,0.9,0.95)};
(more important, very high) = {(0.8,0.88,0.9,0.95), (0.95,0.99,1,1)}.
2-nd alternative:
(more important, about 0.8) = {(0.8, 0.88,0.9,1), (0.7,0.78,0.8,0.9)};
(fair, about 0.5) = {(0.3,0.38,0.4,0.5), (0.4,0.48,0.5,0.6)};
(unimportant, very high) = {(0.2,0.28,0.3,0.4), (0.95,0.99,1,1)}.
3-rd alternative:
(very important, about 0.7) = {(0.5, 0.58,0.6,0.7), (0.6,0.68,0.7,0.8)};
(fair, about 0.5) = {(0.3,0.38,0.4,0.5), (0.4,0.48,0.5,0.6)};
(unimportant, high) = {(0.2,0.28,0.3,0.4), (0.9,0.94,0.95,1)}.

We will formulate the personnel selection by using optimality degree. Goal to
determine f ∗ ∈ Af , when ZU (f ∗) ≥ ZU (F), ∀f ∈ Af.

Using the above given data we calculate the value of expected utility over alternatives
f 1, f 2, f 3 and obtain the results as follows:

ZU (f 1) = ( (0.38 0.57 0.631 0.9), (0.492 0.64 0.67 0.79) )

ZU (f 2) = ( (0.27 0.45 0.5 0.79), (0.37 0.47 0.50 0.64) )

ZU (f 3) = ( (0.21 0.37 0.41 0.66), (0.34 0.44 0.47 0.6) )

We need to determine the best alternatives using obtained utilities that described
by Z-number. The method proposed by Aliyev and et al. is used for defining degree of
optimality over alternatives. Using corresponding method, degrees of optimality of the
alternatives are obtained as:
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Degree of optimality over alternative 1: do = 1;
Degree of optimality over alternative 2: do = 0.001;
Degree of optimality over alternative 3: do = 2.204e−16

For this reason, f1 is selected as best alternative among alternatives- f1-dean, f2 -head
of department, f3- head of IT center.

5 Conclusion

To sum up, a Z-number based approach for personnel selection problem is analyzed. The
goal of this study is the application of amethod for Z-information based decisionmaking
in education enterprise. The priority of the method is the possibility for implementing
both the uncertainty and reliability features of data. Utilities for the alternatives are
determined by the calculation over Z-numbers. For finding best alternative ranking of
Z-numbers is used.
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Abstract. Business environment includes many uncertainties, such as the insuf-
ficient data that presents difficulties for decision makers in portfolio selection
process. The problem of allocating wealth among several assets, arises due to
unpredictable behavior of financial markets.

The problemof portfolio selection presented byMarkowitz, is a common issue
encountered in the realm of finance. It is concerned with determining an optimal
strategy for designing acceptable portfolios. Many other modeling approaches
have been developed because ofMarkowitz’s keywork to offer suitable investment
strategies.

This paper examines a new method of combining the mean-variance model
and the Z-numbers theory, with the aim of collecting of an investment portfolio.
Modelling of a sample portfolio was conducted by using statistical data taken
from the Yahoo finance website. The simulation of the Z-portfolio model was
performed using the MATLAB Package. Obtained results justify the efficiency of
the proposed method.

Keywords: Z-number · Investment · Portfolio selection · Mean-variance model ·
Utility function

1 Introduction

Portfolio selection process includes two main components: return and risk. Markowitz’s
method aims to maximize a portfolio’s return while minimizing risks to the investment.
This involves incorporating one of the two components as a constraint, while embedding
the other an objective function.

Portfolio selection is a decision-making process related to allocation ofwealth among
multiple assets with the aim of making financial profit, while taking into consideration
relative unpredictability of the financial market behavior. Such decision-making process
requires information, and it is crucial for this information to be valid and relevant.

In this regard, LotfiA. Zadeh introduced the Z-number theorywhich provides a foun-
dation for calculating with numbers that aren’t entirely reliable. A Z-number described
by Zadeh, where Z = (A, B), consists of an order pair of fuzzy numbers. The first com-
ponent (A) is a restriction on a real variable such as X, and the second component (B)
is the reliability of the first component [1].
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This concept was further improved upon in several papers by other authors. For
instance, the authors of work [2] offered theoretical aspects of addition, subtraction,
multiplication, division, square root of a Z-number, and other arithmetic operations over
discrete Z-numbers.

Because Z number theory can describe a wide range of routines, it soon gained
popularity in a variety of realms.

Contribution of R.Aliyev and L. Zeinalova [3] relates to decisionsmade under uncer-
tain conditions, when decision-relevant information is represented by Z-numbers. They
define the processes of decision making as probabilities of states of nature and outcomes
of alternatives given by Z-numbers. There are two primary steps in the proposed decision
analysis. First involves, conversion of Z-numbers to fuzzy numbers. Fuzzy utility func-
tion values for the alternatives are calculated in the second step, and the alternative with
the greatest fuzzy utility value is chosen as the best. A fuzzy expected utility and a fuzzy
Choquet expected utility are viewed as fuzzy utility models. The significant contribution
of the proposed study is that it is the first paper on handling decision problems under
uncertainty defined by Z-information. Primary drawback of this method is the loss of
information that occurs during a conversion from Z numbers to fuzzy numbers.

Furthermore, in the paper [4] Z-numbers are used in linear programming problems
(LP) and optimized by differential evolution (DE) algorithm.

The theory of Z-numbers used in portfolio selection process is described in the work
written by Jirofi and Najafi [5].The utility function here, is used to examine the theory
of Z-number in a portfolio selection problem. In the relevant research, the Z-number is
usually reduced to a classical fuzzy number. Although this method decreases computing
complexity, it also results in the loss of considerable information when converting Z-
numbers to classical fuzzy numbers. For this reason, authors of this paper offer two
models based on the Z-number method, which they optimize both with and without
converting Z numbers to classical fuzzy numbers.

Indeed, the Z-number theory can be widely employed in the financial markets,
notably in optimal portfolio construction, due to the absence of a precise vision for
the future tendencies of financial markets.

Nevertheless, there are only a handful of papers focused on constructing portfolios
based on Z- numbers theory.

The aim of this paper is to study portfolio selection model using Z-numbers. The
proposed approach consists of following steps:

• Define constraints on risk and return for efficient portfolios by solving linear
programming problem;

• Generate alternative investment portfolios justifying these constraints;
• Compute utility function values with probabilities represented as Z+ discrete numbers
for the alternative portfolios;

• Rankobtainedutility functionvalues of portfolios throughdefuzzificationof triangular
fuzzy numbers.

As result, alternative with the greatest value will be chosen as the best.
The developed model will enable investors to make the best possible investment

decisions.
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The rest of sections are organized as follows. Section 2 provides a prerequisite
material on mean-variance model and Z-numbers. Section 3 presents statement of the
problem and solution method based on real datasets of assets. Finally, Sect. 4 concludes
the paper.

2 Preliminaries

Definition 1. Mean–variance approach. The MV approach [6] estimates the portfolio
return and risk bymean and standard deviation of return distribution. Let n be the number
of assets for investment and Rt = (r1t , r2t , r3t , …, rnt) be their returns at the tth outcome,
t = 1, …, T.

A portfolio x = (x1, …, xn) ∈ X ⊆ Rn , refers to the vector of proportions of the
inceptive budget to be invested in each asset, assume X is a set of reasonable portfolios,
given by, X = {(x1,…,xn) |

∑n
i=1 xi = 1, xi ≥ 0, i = 1, …, n}.

Here,
∑n

i=1 xi = 1 is a normalized budget restriction. Let [0, T] be a timespan of
investment, and is divided into t possible outcomes or time points. To calculate the return
of a portfolio x at t, t = 1, …, T, by Rt(x) = ∑n

i=1ritxi.
Let pt be the probability of tth outcome. The portfolio return is a random variable

R(x), finitely distributed over {R1(x), …, RT (x),} with respective probabilities {p1, …,
pT}. Thus, the mean return of portfolio is:

E(x) =
∑T

t=1
(
∑n

i=1
ritxi)pt (1)

Let ri = ∑T
t=1 ritpt be the mean return from ith asset, then:

E(x) =
∑n

t=1
rixi (2)

The variance of portfolio returns R(x) is given by:

σ 2 =
∑n

i=1

∑n

k=1
σikxixk (3)

where σik is the covariance between returns of ith and kth assets.

Definition 2. A discrete Z-number [2]. A discrete Z-number is an ordered pair Z= (A,
B), where A is a discrete fuzzy number playing a role of a fuzzy constraint on values that
a random variable X may take: X is A. B is a discrete fuzzy number with a membership
functionμB: {b1, …, bn} → [0, 1], {b1, …, bn} ⊂ [0, 1], playing a role of a fuzzy
restriction on the probability measure of A: P(A) = ∑n

i=1 μA(xi)p(xi) is B.
A concept of a discrete Z+ number is closely related to the concept of a discrete

Z-number. Given a discrete Z-number Z = (A, B), Z+ number is a pair consisting of a
fuzzy number, A and a random number R: Z+ = (A, R), where A plays the same role
as it does in a discrete Z-number Z = (A, B), and R plays the role of the probability
distribution p: P(A) ∈ supp (B).
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Definition 3. Addition of discrete Z-numbers. In this case, A1 ∗A2 is a sum A1 +A2
defined on the basis of Definitions given in [4] and R1 ∗ R2 is a convolution defined as:

p12(x) =
∑

x=x1+x2
pR1(x1)pR2(x2) (4)

So, we will have Z+
12 as:

Z+
12 = (A1 + A2, p12) (5)

Next, the resulting Z-number is found:

Z12 = (A1 + A2,B12) (6)

Scalar multiplication of Z-number. A scalar multiplication of a Z-number Z = λ · Z1, λ
is a real number and is determined as Z = (λ A1,B1).

Definition 4. Defuzzification of triangular fuzzy numbers [7]. The crisp real number
Sa corresponding to the triangular fuzzy number a = (l, m, u) is obtained from the
following relation:

Sa = l + m + u

3
(7)

3 Problem Definition and Solution Method

Suppose that nine assets Ai(i = 1, 2, . . . , 9) are considered by investor for the selection
of the best investment portfolio, which will provide the optimal distribution of funds
between these assets.

The success of an investment strategy is appraised on higher returns and lower
risk. With an upper limit on risk and a lower limit on risk, the mean-variance portfolio
optimization models strive to maximize returns while minimizing risk. The variations in
these confines compile the efficient frontier. For the purpose of defining these confines
for risk and return, investor has to solve the following optimization problems:

minC1 =
∑n

i=1

∑n

k=1
σikxixk (8)

subject to x ∈ X

max C2 =
∑n

t=1
rixi (9)

Let (x′
1, . . . , x

′
n)be an optimal solution of Problem 1with optimalC1 and (x′′

1 . . . , x′′
n1)

be an optimal solution of (5) with optimal value ofC2. The mean and variance
of portfolios range in the intervals [∑n

t=1 rix
′
i;

∑n
t=1 rix

′′
i ] and [

∑n
i=1

∑n
k=1 σikx′

ix
′
k ;∑n

i=1
∑n

k=1 σikx′′
i x

′′
k ] respectively.
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At the next step, five different investment portfolio alternatives are definedwhich sat-
isfy these intervals. Further, approach that determines the Z-number-valued description
of utility value for each investment alternative is suggested.

Z+
V =

∑T

t=1
Z+
t (

∑n

i=1
ritxi) (10)

subject to
∑n

i=1

∑n

k=1
σikxixk ≤ σ 2

0 ;
∑n

i=1
xi = 1; xi ≥ 0; i = 1, 2, . . . ., n

where σ 2
0 ∈ [

∑n
i=1

∑n
k=1 σikx′

ix
′
k ;

∑n
i=1

∑n
k=1 σikx′′

i x
′′
k ], and x′ and x′′ are the optimal

solutions of (1) and (2), respectively. Z+
t -is the probability of tth scenario. For conve-

nience, we consider Z+
t = (A,R) as Z+

t = (A,P(A)), where P(A) is as in Definition
2.

The analysis is executed on the base of dataset of assets for the period March 1,
2017, to April 1, 2018 is taken from Yahoo finance website. In this analysis, nine assets
issued by different companies were randomly selected. The assets are denoted by Ai,
i = 1, …, 9. The data comprising of the monthly closing prices of above nine assets
have been taken. The monthly return of the ith asset is computed by rit = ci(t+1)−cit

cit
, t

= 1, 2, …, 12, where ci(t+1) and cit are the closing prices of ith asset in months t +
1 and t, respectively. In order to facilitate calculation, the quarterly average returns for
assets were defined. The Table 1 represents the quarterly average returns, and the Table
2 information on covariance of nine assets.

Table 1. Quarterly returns of the assets

Assets/Periods Q1 Q2 Q3 Q4 ri σ 2

A1 −0.0058 0.0108 0.0355 0.0220 0.0156 0.0002

A2 0.0435 0.0397 0.1412 0.0355 0.0650 0.0019

A8 0.0023 0.0301 0.0395 −0.0364 0.0089 0.0009

A9 0.0588 0.0243 0.0171 0.0113 0.0279 0.0003

Table 2. Covariance matrix

A1 A2 A3 A4 A5 A6 A7 A8 A9

A1 0.0002 0.0005 0.0001 0.0001 0.0005 −0.0001 −0.0002 0.0001 −0.0002

A2 0.0005 0.0019 0.0003 0.0009 −0.0001 −0.0001 −0.0003 0.0008 −0.0002

A8 0.0001 0.0008 0.0002 0.0008 −0.0003 0.0005 −0.0001 0.0009 0.0000

A9 −0.0002 −0.0002 −0.0001 0.0000 −0.0010 0.0001 0.0002 0.0000 0.0003

Using the input data from Tables 1 and 2, the following problems were solved:

minC1 =
∑9

i=1

∑9

k=1
σikxixk (11)



Portfolio Selection Model Using Z-Numbers Theory 313

subject to

∑9

i=1
xi = 1; xi ≥ 0; i = 1, . . . ., 9.

The optimal value of C1 = 0.00000000000000016 and the optimal interpretation is x′ =
(0.2978; 0.0089; 0.0351; 0; 0.0705; 0; 0.3022; 0; 0.2855), with the appropriate expected
return E(x) = 0.02093.

maxC2 =
∑n

t=1
rixi (12)

The optimal value of C2 = 0.06497 and the optimal strategy is investment in asset 2
(A2), because x′′

2 = 1 and all others x′′
i = 0; i = 1, …9; i 
= 2. The relevant variance σ 2

= 0. 00195. Thus, the intervals of expected return E(X) and variance σ 2 are [0.02093;
0.06497] and [0.00000000000000016; 0.00195] respectively.

Next, by using linear programming the efficient portfolios which satisfy intervals
mentioned above were defined. As result, five alternatives of investment portfolio with
different combinations of risk-return characteristics were suggested. In Table 3 five
investment alternatives are represented.

Table 3. Suggested investment portfolios

№ E(x) σ 2

x1 x2 x3 x4 x5 x6 x7 x8 x9

1 0 0.1157 0 0 0.1564 0 0.0399 0 0.3281 0.028 0.000001

2 0 0.8659 0 0 0.0373 0 0 0 0.0968 0.060 0.001416

3 0 0.7534 0 0 0.0639 0 0 0 0.1827 0.056 0.001035

4 0 0.1767 0 0 0.2003 0 0 0 0.6230 0.035 0.000019

5 0 0.4843 0 0 0.1276 0 0 0 0.3882 0.046 0.000366

In the context of finding the best investment alternative, we solve the objective
function (6). Let X be a portfolio and

∑n
i=1 ritxi be returns from it with probabilities pt , t

= 1,…T, over period divided into T points of observations. In this work quarterly returns
of the portfolios are considered. Therefore, based on experts’ opinion four probabilities
respectively to quarters were determined and represented as Z+-numbers:

Z+
1 = ((0.09, 0.1, 0.11), 0.8);Z+

2 = ((0.45, 0.5, 0.55), 0.8);
Z+
3 = ((0.27, 0.3, 0.33), 0.8);Z+

4 = ((0.01, 0.1, 0.19), 0.8)

For each investment alternative given in Table 3, we use relevant input data to solve
proposed approach (6) as follows:

Z+
V =

∑4

t=1
Z+
t (

∑9

i=1
ritxi) (13)
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subject to

∑9

i=1

∑9

k=1
σikxixk ≤ σ 2

0 ;
∑9

i=1
xi = 1; xi ≥ 0; i = 1, 2, . . . ., 9

where σ 2
0 ∈ [0.00000000000000016; 0.00195].

As result, the function values for each investment portfolio alternative are represented
in the shape of Z+ numbers, Z+

Vi = ((a1i, a2i, a3i), (μ, σ )) as follows:

Z+
V1 = ((0.0368, 0.0431, 0.0705), (0.0083, 0.0061))

Z+
V2 = ((0.0546, 0.0639, 0.0730), (0.0083, 0.0067))

Z+
V3 = ((0.0500, 0.0585, 0.0671), (0.0083, 0.0061))

Z+
V4 = ((0.0256, 0.0311, 0.0364), (0.0083, 0.0062))

Z+
V5 = ((0.0387, 0.0457, 0.0528), (0.0083, 0.0066))

The obtained results are also represented from the viewpoint of reliability in the
shape of Z+ numbers as Z+

Vi = ((a1i, a2i, a3i),P(A)):

Z+
V1 = ((0.0368, 0.0431, 0.0705), 0.47)

Z+
V2 = ((0.0546, 0.0639, 0.0730), 0.50)

Z+
V3 = ((0.0500, 0.0585, 0.0671), 0.48)

Z+
V4 = ((0.0256, 0.0311, 0.0364), 0.48)

Z+
V5 = ((0.0387, 0.0457, 0.0528), 0.50)

Further, we convert Z+ numbers into fuzzy numbers and carry out defuzzification
of obtained triangular fuzzy numbers.

SVi = Ri ∗ a1i+Ri ∗ a2i+Ri ∗ a3i
3

(14)

Results are shown below:

SV1 = 0.0236; SV2 = 0.0319; SV3 = 0.0281; SV4 = 0.0149; SV5 = 0.0229

Ranking of alternative investment portfolios:
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Order Investment alternative Value

1 SV2 0.0319

2 SV3 0.0281

3 SV1 0.0236

4 SV5 0.0229

5 SV4 0.0149

4 Conclusion

The concept of Z-portfolio selection problem was investigated in this paper. Initially,
some concepts and definitions about Z-number were reviewed. The real data were used
to illustrate the approach. Analysis of obtained results shows that investors may choose
any of suggested alternatives as their risk preferences, because all portfolios are effi-
cient. Nevertheless, based on ranking performed at last step, investment alternative #2 is
considered as the best proposal. Despite of higher risk, this portfolio diversified enough
due to negative covariance, and consequently, correlation between the assets.

To sum up, the results show that proposed approach is effective and allow us to obtain
reliable information for further decision-making process.

References

1. Zadeh, L.A.: A note on Z-numbers. Inf. Sci. 181(14), 2923–2932 (2011)
2. Aliev, R.A., Alizadeh, A.V., Huseynov, O.H.: The arithmetic of discrete Z-numbers. Inf. Sci.

290, 134–155 (2015). https://doi.org/10.1016/j.ins.2014.08.024
3. Aliev, R.A., Zeinalova, L.M.: Decision making under Z-information. In: Guo, P., Pedrycz, W.

(eds.) Human-Centric Decision MakingModels for Social Sciences, Studies in Computational
Intelligence, vol. 502, pp.233–252. Springer, Heidelberg (2014). https://doi.org/10.1007/978-
3-642-39307-5-10

4. Aliev, R.A., Alizadeh, A.V., Huseynov, O.H., Jabbarova, K.I.: Z-number-based linear program-
ming. Int. J. Intell. Syst. 30(5), 563–589 (2015). https://doi.org/10.1002/int.21709

5. Jirofti, A., Najafi, A.A.: Portfolio selection using Z-number theory: two solution method-
ologies. Int. J. Fuzzy Syst. 20(8), 2484–2496 (2018). https://doi.org/10.1007/s40815-018-
0513-4

6. Markowitz, H.: Portfolio selection. J. Fin. 7(1), 77–91 (1952). https://doi.org/10.2307/2975974
7. Rahmani, A., Hosseinzadeh, L.F., Rostamy-Malkhalifeh, M., Allahviranloo, T.: A newmethod

for defuzzification and ranking of fuzzy numbers based on the statistical beta distribution.
Advances in Fuzzy Systems, vol. 2016, pp.1–8 (2016). https://doi.org/10.1155/2016/6945184

https://doi.org/10.1016/j.ins.2014.08.024
https://doi.org/10.1007/978-3-642-39307-5-10
https://doi.org/10.1002/int.21709
https://doi.org/10.1007/s40815-018-0513-4
https://doi.org/10.2307/2975974
https://doi.org/10.1155/2016/6945184


Predicting the Mechanical Power of a New-Style
Savonius Wind Turbine Using Machine

Learning Techniques and Multiple Linear
Regression: Comparative Study

Youssef Kassem1,2(B) , Hüseyin Çamur1 ,
and Mohamed Almojtba Hamid Ali Abdalla1

1 Faculty of Engineering, Mechanical Engineering Department, Near East University,
Nicosia 99138, North Cyprus

{yousseuf.kassem,huseyin.camur}@neu.edu.tr
2 Faculty of Civil and Environmental Engineering, Near East University,

Nicosia 99138, North Cyprus

Abstract. The ability and accuracy of machine learning techniques have been
investigated for static modeling of the Savonius wind turbine. The objective of
this paper is to predict the mechanical power (MP) of the new-style Savonius
rotor as a function of aspect ratio, overlap ratio, number of the blade, wind speed,
and rotational speed. In this paper, the MP of the proposed rotors was evaluated
throughMultilayer Feed-Forward Neural Network (MFFNN), and Cascade Feed-
forward Neural Network (CFFNN), and Elman neural network (ENN) based on
experimental data. Additionally, the proposed models were compared with mul-
tiple linear regressions (MLR) to show the ability and accuracy of the proposed
models. The results indicated that the ENN model has higher predictive accuracy
compared to other models.

Keywords: Machine learning models · Mechanical power · Multiple linear
regression · Savonius turbine · New-style

1 Introduction

Wind turbines are used to convert wind energy into mechanical energy then into elec-
trical energy. They are categorized into two types, namely, horizontal axis wind turbine
(HAWT) and vertical axis wind turbine (VAWT). The HAWTs are commonly used to
generate electricity particularly in the regions that has high wind speed. The VAWTs
such as Savonius wind Turbine have a simple structure and it is suitable to operate at
low wind speed. These types of the turbine are independent of the wind direction and
can be utilized for generating electricity for domestic applications [1]. In this study,
a new Savonius style wind turbine was designed to generate electricity for domestic
applications.
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Moreover, the performance of the Savonius rotor has been investigated by several
scientific researchers [2–4]. For instance, Roy and Saha [2] compared the performance
of the new style of Savonius turbine with semi-circular, semi-elliptic, Benesh, and Bach
types. They found that the power coefficient of the developed turbine was found to
be 34% higher than the other types of Savonius turbines. Jeon et al. [4] studied the
influence of the endplates with various sizes and shapes on the power coefficient (CP)
of the helical Savonius rotor. The results showed that the CP increased by 36%when the
upper and lower end-plate are used. Based on the above, the investigation of the effect
of turbine geometries and the shape of the blade is important for evaluating the Savonius
performance. In the literature, the behaviour of the performance of the Savonius turbine
shows high nonlinearity. Several empirical models including machine learning models
and mathematical have been used to predict the performance of the Savonius turbine
including power coefficient, mechanical power, and torque. For example, Sargolzaei and
Kianifar [5] used an adaptive neuro-fuzzy inference system, fuzzy inference system and
radial basis function to predict the torque of the Savonius rotor.

As an ongoing study of authors investigation the performance of small-scale vertical
axis wind turbine, this study’s goal is to predict the mechanical power of new style
Savonius wind turbine using three machine learning tools, namely, Multilayer Feed-
Forward Neural Network (MFFNN), Cascade Feed-forward Neural Network (CFFNN),
and Elman neural network (ENN). Also, the accuracy of models is compared with
multiple linear regressions (MLR).

2 Experimental Data

Figure 1 shows the 2D and 3D views of the proposed rotors. In this study, the effect of
blade number (NB), blade height (H), blade diameter (D), external gap (L′), and wind
speed (WS) on the mechanical power (MP) of the proposed rotors are investigated as
shown in Fig. 1. The blade and the shaft of the rotor aremade from PV and stainless steel,
respectively. Also, the desks are made from fiberglass. Table 1 lists the dimensions of the
developed rotor. Details of the experiment setup and measurements were given in Ref.
[6]. In this research, the experimental data of the new style Savonius wind turbine were
collected to develop and validate the proposed models (MFFNN, CFFNN, and ENN) in
comparison with the MLR model. In this study, aspect ratio, overlap ratio, wind speed,
rotational speed, and the number of the blade are used as input variables. Themechanical
power is the output variable.

3 Prediction Methods

Many models and techniques are such as machine learning models and mathematical
models are used as alternative tools to descript a complex system. They are utilized in
a wide variety of applications. In this study, four empirical models (Multilayer Feed-
Forward Neural Network, Cascade Feed-forward Neural Network, and Elman neural
network and multiple linear regression) are developed to estimate the mechanical power
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of the new-style Savonius rotor. In this study, TRAINLM is utilized as a training function.
Also, Mean squared error (MSE) is estimated to find the best performance of the training
algorithm. The descriptions of developed models in detail were given in Ref. [7–9].
MATLAB software was used to develop the proposed models.

Fig. 1. The 2D and 3D view of the new-style Savonius rotors

Table 1. Fixed and variable parameters of the design

Category Design parameter Value

Physical features 1. Blade Semi-cylindrical

2. Number of blades (N) N = 2, 3 and 4 blades

3. Blade material Light plastic (PVC)

4. Desk material Fiberglass

5. Shaft material Stainless steel

Dimensional 6. Blade diameter (d) d = 200 mm

7. Blade thickness (t) t = 3 mm

8. Desk diameter (D) D = 700 mm

9. Blade height (H) H = 300, 600, 900 and 1200

10. External Overlap (L′) L′ = 0, 150, 300 and 400 mm

Operational 11. Rated wind speed (V) V = 2, 3, 4, 6, 8, 10 and 12 m/s
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4 Results and Discussions

4.1 Artificial Models

The descriptive statistics of the experimental data are presented in Table 2. In this study,
the data are divided into training and testing groups and the results by the models
are compared with each other. The optimum network architecture for all models was
determined through the trial and error method. It should be noted that the optimum
number of HLs and NNs in the MFFNN, CFFNN, and ENN models were estimated
based on the minimum value of MSE.

It is found that the best transfer function for the hidden neurons is the tangent-sigmoid
function. Based on the value of MSE, it is found that one hidden layer and 5 neurons are
selected as the best for the MFFNN model (5:1:1) with an MSE value of 8.86 × 10–3.
While it found that 1 hidden layer and 7 neurons are chosen as an optimum number for
the CFFNNmodel (5:1:1) with an MSE value of 2.7× 10–3. Also, it is observed that the
ENN model (5:1:1) with 5 neurons has the minimumMSE with a value of 3.43 × 10–3.
For the training phase, the R-squared value was found to be 0.967, 0.919, and 0.951 for
MFFNN, CFFNN, and ENN, respectively as shown in Fig. 2.

Table 2. Selected parameters used in this study

Parameter Variable Explanation Standard
deviation

Variation
coefficient

Minimum Maximum

Input 1 NB Number of
blades

0.8171 27.24 2 4

Input 2 H/D Aspect ratio 1.3094 34.16 1.875 6.25

Input 3 L′/D Overlap ratio 0.5876 81.75 0 1.875

Input 4 WS Wind speed 3.187 44.46 3 12

Input 5 RPM Rotational
speed

38.02 59.66 11.8 173.6

Output MP Mechanical
power

2.807 120.77 0.013 12.241

4.2 MLR Model

The development of MLR was implemented to predict the mechanical power of the
proposed rotator. The data of blade number, aspect ratio, overlap ratio, wind speed,
rotational speed, and mechanical power were used to generate a mathematical equation
as given in Eq. (1). It is observed that R-squared value for training data was found to be
0.7697 as shown in Fig. 3.

MP = − 5.543 + 1.0499 · NB + 0.1544 · (H/D) + 0.3988 · (L/D) − 0.0066 · WS

+ 0.060980 · RPM (1)
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Fig. 2. Comparison of experimental data and the estimated values found by machine learning
models
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Fig. 4. Comparison of experimental data and the estimated values found by empirical models
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Fig. 4. continued

4.3 Performance Evaluation of Empirical Models for Testing Data

To select the best model for estimating the MP of the rotors, R-squared and root mean
squared error (RMSE) are determined. The comparison of the predicted and actual values
of the MP for all models is shown in Fig. 4. It is found that the highest R-squared value
of 0.9703 and lowest RMSE value of 0.0461 are obtained from ENN model.

5 Conclusions

The main objective was to examine the application of artificial neural network models
(Multilayer Feed-ForwardNeural Network, and Cascade Feed-forwardNeural Network,
and Elman neural network) for predicting the mechanical power (MP) of new-style
Savonius rotors. The ANN models were also compared with multiple linear regression
(MLR) to show the predictive accuracy of the proposed model. In this work, the impact
of the blade number, aspect ratio, overlap ratio, wind speed, rotational speed on the
mechanical power was investigated and the experimental data were used to develop the
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proposedmodels.Moreover, the coefficient of determination (R2) and rootmean squared
error (RMSE) were used to assess the best empirical model. It is found that the ENN
model was found to be the best model for estimating the EP of the new-configuration
Savonius rotor and more precise compared to CFFNN, MFFNN, MLPNN and RBFNN
models.

References

1. Kassem, Y., Sefik, A., Çamur, H., Bahroun, A.A.: Experimental and numerical investigation of
the influence of blade geometries and blade number on the performance of a newly developed
Savonius-Style wind rotor. J. Eng. Appl. Sci. 14, 9788–9805 (2019). https://doi.org/10.36478/
jeasci.2019.9788.9805

2. Roy, S., Saha, U.K.: Wind tunnel experiments of a newly developed two-bladed Savonius-
style wind turbine. Appl. Energy 137, 117–125 (2015). https://doi.org/10.1016/j.apenergy.
2014.10.022

3. Kassem, Y., Çamur, H., Hasan, H.: Power generation with different types of the vertical wind
turbine for domestic use in northern cyprus: a case study. J. Eng. Appl. Sci. 14, 9745–9754
(2019). https://doi.org/10.36478/jeasci.2019.9745.9754

4. Jeon, K.S., Jeong, J.I., Pan, J.-K., Ryu, K.-W.: Effects of end plates with various shapes and
sizes on helical Savonius wind turbines. Renew. Energy 79, 167–176 (2015). https://doi.org/
10.1016/j.renene.2014.11.035

5. Sargolzaei, J., Kianifar, A.: Neuro–fuzzy modeling tools for estimation of torque in Savonius
rotor wind turbine. Adv. Eng. Softw. 41(4), 619–626 (2010). https://doi.org/10.1016/j.adveng
soft.2009.12.002
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Abstract. The consistency is used in the estimation of preference knowledge
quality. Preference densities’ rationality of compared elements are kept by the
consistency conditions set. In this paper, consistency analysis is represented for
construction of consistent pairwise comparison matrices from inconsistent one
and the consistent matrix with minimum distance to inconsistent matrix has been
selected from the options. The elements of matrix are presented by fuzzy type-2
numbers. In pairwise matrix three criteria of Information Systems (IS) Project
have been selected: contribution of profitability, availability of skilled personnel,
information processing efficiency.

Keywords: Fuzzy type-2 number · Multicriteria group decision making ·
Pairwise comparison matrix · Consistency

1 Introduction

The pairwise comparison matrices are used in multicriteria group decision making for
determining a rankingof criteria or alternatives and if consistency condition for thematrix
satisfied, it allows to determine a weighted ranking. Information about the comparison
degrees of criteria or alternatives is presented in pairwise matrices. If to assume that
this matrix is (Ãij) and in this matrix Ãij is fuzzy type-2 number entry which denotes
preference degree of i-th criteria (alternative) to j-th one [1]. The main conditions for
(Ãij) is [2]:

Ãii = Ã(1) (1)

where Ã(1) is fuzzy singleton.
The second condition is reciprocity:

Aji = 1/
Aij

, ∀i, j = 1, . . . , n. (2)

The basis of consistency is multiplicative transitivity condition which is represented
below [3]:

AjiAjk = Aik (3)
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An inconsistency depends on the violation of the multiplicative transitivity condition.
The consistency ratio term was suggested by Saaty [4]. Consistency indexes suggested
by Cavallo and D’Apuzzo [5], Kou and Lin [6] are prominent ones.

In the following sections, multicriteria pairwise matrix [7] with type-2 fuzzy ele-
ments has been represented. In sequence, the new algorithm model has been shown
for the fuzzy type-2 multicriteria group decision making problem solution. Section 2
includes preliminaries and construction of consistent pairwise comparison matrix from
inconsistentmatrix problemhas been presented in Sect. 3. In Sect. 4 includes the problem
solution.

2 Preliminaries

Definition 1. Fuzzy type-2 sets [8] Ã in the discourse universe X can be characterized
by 2 type membership function.

Ã = {((x, u), µÃ(x, u) )|∀x ∈ X ,∀u ∈ Jx ⊆ [0, 1], 0 ≤ µÃ(x, u) ≤ 1} (4)

where Jx denotes an interval [0,1].
Figure 1 presents trapezoidal interval type 2 fuzzy set sample.
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Fig. 1. Fuzzy type-2
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2 fuzzy Ã; Hj(ÃU
i ) denotes the membership value of the element aUi(j+1) in the upper

trapezoidal membership function ÃU
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of the element aUi(j+1) in the upper trapezoidal membership function ÃU

i ; and 1 ≤ j ≤ 2,

Hj(ÃU
i ), Hj(ÃL

i ) ∈ [0, 1], 1 ≤ i ≤ n [8].
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Definition 2. Multicriteria group decision matrix of different decision makers is deter-
mined by ranking method by Wang, comparing each criterion for each decision maker
and choosing the maximum valued option [9].

Let Ũ = (u1, u2, u3, u4;wu) and Ṽ = (v1, v2, v3, v4;wv) be the fuzzy type-2 num-
bers, wherewu andwv aremembership functions, (x0u, y0u) and (x0v, y0v) be the centroid
points of these numbers, then:

1. If x0u � x0v (x0u ≺ x0v) then Ũ � Ṽ (Ũ ≺ Ṽ ), (5)

2. If x0u = x0v and y0u = y0v, then Ũ ≈ Ṽ (6)

3. If x0u = x0v then, Ũ � Ṽ (Ũ ≺ Ṽ ) is resulted from y0u � y0v (y0u ≺ y0v) (7)

Definition 3. Assume that the Ãij and Ã′
ij are the 2-type fuzzy numbers which are char-

acterized bymembership function andM(Ãij) andM (Ã′
ij) are the centroids of Ãij and Ã′

ij.

The distance dM between C(Ãij) and C (Ã′
ij) is represented by the following formula [10]:

dM (Ãij, Ã
′
ij) =

∣∣∣Ml(Ãij) − Ml(Ã
′
ij)

∣∣∣ +
∣∣∣Mu(Ãij) − Mu(Ã

′
ij)

∣∣∣ (8)

3 Statement of the Problem

Fuzzy multicriteria group decision making approach has been represented for evaluation
and selection of Information Systems Project Selection. Evaluation imprecision [11] is
modeled by trapezoidal type-2 fuzzy numbers which are characterize linguistic terms.

Suppose that the multicriteria group decision making problem involves 3 criteria:
C1- Contribution of Profitability; C2- Availability of Skilled Personnel; C3- Information
Processing Efficiency. We will construct consistent pairwise comparison matrix for cri-
teria importance. In the given problem (Ãij) is given inconsistent pairwise comparison
matrix (Ã′

ij) and (Ã′′
ij) are the consistent matrices constructed from (Ãij). In (Ã′

ij) and

(Ã′′
ij) all consistency conditions are verified. Our main problem is to choose the matrix

between (Ã′
ij) and (Ã

′′
ij) with minimum distance to inconsistent matrix. Assume that the

following pairwise comparative matrix (Ãij) is given:

Ãij =

⎡

⎢
⎢⎢⎢⎢
⎣

1 Ã12 ... Ã1n

Ã21 1 ... Ã2n

...
...

. . .
...

Ãn1 Ãn2 . . . 1

⎤

⎥
⎥⎥⎥⎥
⎦

(9)

The components of consistent matrix have to meet the conditions in formulas (1), (2),
(3).

For the updated pairwise comparison matrices the distance between inconsistent and
consistent matrices will be calculated by the formula (8).
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4 Solution of the Problem

The problem may be solved based on the algorithm shown below:
Step-1: Identification of the criteria for the information systems project selection.
Step-2: Construction of pairwise comparison matrices including all the criteria.

Linguistic variables for the pairwise comparisons and the scales of these matrices in
type-2 fuzzy numbers are shown in Table 1.

Table 1. Linguistic variables and 2-type fuzzy scales

Linguistic variables Trapezoidal interval 2-type fuzzy numbers

Extremely Strong (ES) (7,8,9,9; 1) (7.2,8.2,8.8,9; 0.8)

Very Strong (VS) (5,6,8,8; 1) (5.2,6.7,8,8; 0.8)

Intermediate Strong (IntS) (3,4,6,7; 1) (3.4,4.2,6,6.8; 0.8)

Moderately Strong (MS) (1,2,4,5; 1) (1.4,2.2,3.8,4.8, 0.8)

Equally Strong (E) (1,1,1,1; 1) (1,1,1,1; 1)

Assume that in our problem we have 3 decision makers (DM) and each of them
suggests an idea about the comparison of criteria. The pairwise comparison matrices
with fuzzy type-2 elements are represented in Tables 2, 3 and 4:

Table 2. The pairwise comparison matrix for the first DM

C1 C2 C3

C1 E 1/MS 1/MS

C2 MS E 1/MS

C3 MS MS E

Table 3. The pairwise comparison matrix for the second DM

C1 C2 C3

C1 E E 1/IS

C2 E E 1/IS

C3 IS IS E



328 A. Dadasheva

Table 4. The pairwise comparison matrix for the third DM

C1 C2 C3

C1 E 1/MS 1/MS

C2 MS E 1/MS

C3 MS MS E

Step-3: Determination of group decision making pairwise matrix by using formulas
(5), (6), (7). This matrix has been presented in Table 5.

Table 5. The pairwise comparison matrix for the group decision making

C1 C2 C3

C1 (1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25, 0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

C2 (1,2,4,5; 1)
(1.4.2.2.3.8,4.8; 0.8)

(1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

C3 (3,4,6,7; 1)
(3.4,4.2,3, 3.8, 0.8)

(3,4,6,7; 1)
(3.4,4.2,3, 3.8; 0.8)

(1,1,1,1; 1)
(1,1,1,1; 1)

Step-4: If to consider that the pairwise matrix is inconsistent, for construction of
consistentmatrix byusing formulas (1), (2), (3)weneed to change thematrix components
and to create new consistent matrix. In this case we have 2 options where all constraints
are appropriate. These matrices are represented in Tables 6 and 7:

Table 6. First option where group decision making matrix components are in compliance

C1 C2 C3

C1 (1,1,1,1; 1)
(1,1,1,1; 1)

(1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

C2 (1,1,1,1; 1)
(1,1,1,1; 1)

(1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

C3 (1,2,4,5; 1)
(1.4.2.2.3.8,4.8; 0.8)

(1,2,4,5; 1)
(1.4.2.2.3.8,4.8; 0.8)

(1,1,1,1; 1)
(1,1,1,1; 1)

Step-5: As we have 2 new consistent pairwise comparison matrices where all con-
ditions (1), (2), (3) are met, for choosing the matrix with minimum distance we will
calculate the distance by the formula (8). The results for the distance for both consistent
pairwise matrices have been shown.
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Table 7. Second option where group decision making matrix components are in compliance

C1 C2 C3

C1 (1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

(1,0.25,0.06,0.04; 1)
(1,0.51,0.21,0.07, 0.04; 0.8)

C2 (1,2,4,5; 1)
(1.4.2.2.3.8,4.8; 0.8)

(1,1,1,1; 1)
(1,1,1,1; 1)

(1,0.5,0.25,0.2; 1)
(0.7,0.45,0.26, 0.2; 0.8)

C3 (1,4,16,25; 1)
(1.96,4.84,14.44, 23.04; 0.8)

(1,2,4,5; 1)
(1.4.2.2.3.8,4.8; 0.8)

(1,1,1,1; 1)
(1,1,1,1; 1)

For first constructed consistent matrix the obtained distance is as follows:

dM (Ãij, Ã
′
ij) = 13.25 (10)

The distance for the second constructed consistent matrix has been represented below:

dM (Ãij, Ã
′′
ij) = 14.35 (11)

Thereby, Ã′
ij has the minimum distance to the inconsistent matrix.

5 Conclusion

The main purpose of the paper is to transfer the inconsistent pairwise comparison matrix
to consistent pairwise comparison matrix. Reliable preferences over choice criteria are
presented by fuzzy type-2 numbers in this work. By using the proposed approach, the
consistent matrix with minimum distance to inconsistent matrix is obtained. As the first
consistent matrix is with minimum distance to inconsistent matrix, we have chosen the
first option.
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Abstract. Up today, various multivariate scholastic models have been developed
for various oil-producing regions in order to calculate the oil recovery factor. They
are based on the results of processing actual data on the consideredfields,which are
in long-term development and have similar geological and physical conditions.
The methods used for the “direct” calculation of the oil recovery factor can be
combined into three groups: extrapolational; hydro-dynamical; statistical.

The performed analysis shows a different degree of estimates using the consid-
ered statistical dependences when changing the values of the parameters included
in them. For example, the influence of the values of permeability or net-to-
gross ratio can be noted, which can become apparent both insignificantly and
significantly.

As the result, a comparative analysis of the previously built statistical models
for estimating the oil recovery factor was carried out, the errors in their application
were calculated; linear and multiplicative models have been built for predictive
estimation of the oil recovery factor, the need to determine the area of their appli-
cation from the point of view of individual conditions has been substantiated due
to the ambiguity of the calculation results; with the help of fuzzy cluster analy-
sis according to the data of the Karazhanbas field, four classes are distinguished,
characterized by certain values of the parameters corresponding to different geo-
logical and physical conditions; classes of congruence of geological and physical
characteristics and errors for the two obtained models were established, which
made it possible to define the conditions for applicability of these models.

Keywords: Uncertainty · Cluster analysis · Error · Oil recovery · Oil · Density ·
Viscosity · Permeability

1 Introduction

In control theory it is often to face problem of mathematical mode-building under uncer-
tainty, described by outstanding complexity, nonlinearity and insufficient knowledge
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of connections between numerous variables, presence of significant interferences and
uncertainty of measurement. In this circumstances fuzzy models are showing high effi-
ciency, containing rules like “if …, then …” and membership function, which specifies
intervals of change in input and output variables in each of the rule. In field devel-
opment normally it is performed assessment of oil recovery estimation. Oil recovery
(oil recovery rate ORR) is usually assessed as a ratio of cumulative oil production to
original-oil-in-place. Depending on numerous factors it’s value normally varies in the
range from 0,09 to 0,75. By it’s physical meaning the oil recovery represents complete-
ness of oil recovery from the flooded volume. The oil recovery factor is influenced by
various factors, including geological-physical and technological ones.

Numerous scientific works provide a review and analysis of the results of calcula-
tions of reservoir recovery rate from field data [1–4]. The need for building of models,
which allows reliably predict the oil recovery rate is obvious, due to the importance
and role of this indicator in the analysis of field development and decision-making. In
this regard, currently a large number of models have been accumulated, that describe
the desired dependence in relation to the conditions of various fields. However, in most
cases, statistical models do not accurately predict this indicator. In this paper, it is con-
sidered the possibility of building fuzzymodels and the procedure for their identification
based on fuzzy clustering.

2 Analysis of Statistical Models for Predicting Oil Recovery
in Various Conditions

As it is highlighted by researchers, oil recovery rate «should be considered as a technical
and economical indicator, since, from one side, it affects the profitability of investment
in the development of the field, and on the other side, it characterizes the success of the
proposed process and technical solutions for the field development. Up today, various
multivariate scholastic models have been developed for various oil-producing regions
in order to calculate the oil recovery factor. They are based on the results of processing
actual data on the considered fields, which are in long-term development and have similar
geological and physical conditions. As for the “direct” calculation of the oil recovery
factor, various methods are used, which, according to [5], can be combined into three
groups: extrapolational; hydro-dynamical; statistical.

The first group of the techniques is used to update the final oil recovery factor, they
are also called as a “characteristics of desaturation” [5].

Extrapolation techniques are based on the processing of data on oil production at the
considered field for the past period and extrapolation of production profile for the future.
Poor accuracy is possible herein. This is themain disadvantage of these techniques – all of
them require a long-term production period, reliable production profile data, maximum
drilling-out of the field already in the first years of development. By applying these
methods, in fact, it is possible to assess with a sufficient degree of reliability only the
success of the development system proposed for the field on the basis of calculations of
the “base production” of oil, and only for a short period.

Hydrodynamic techniques foresees the building of hydrodynamic models, which,
along with geological 3D models, constitute the majority of prediction calculations.
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It should be noted that statistical dependences are generally valid only under
conditions similar to those on the basis of which they were obtained [6, 7].

Based on the best practice of long-term development of fields, statistical methods
allows establishment of a statistical relationship between the oil recovery factor and
a large number of factors that have a significant impact on the completeness of oil
recovery. There are existingmany statistical models [5, 6]. Using themultiple correlation
equations, which are reflecting the influence of geological, physical and technological
factors on the value of the oil recovery factor (ORR) it seems possible to make expected
estimates for the conditions under consideration. The most accurate results of estimating
oil recovery factor by oil pools can be obtained via applying these models in conditions
close to those on which these models were built initially.

After analyzing the literature [8], the author of [6] selected several statistical models
in such a way that “the initial parameters of the objects considered in the work had values
that fit into the intervals suggested by the statistical models”.

In order to check the possibility of calculating the oil recovery factor for the con-
ditions of the Karazhanbas field under consideration, we carried out calculations and a
comparative analysis of the calculation results for the conditions of the central part of
the Karazhanbas field.

It should be noted that for the conditions we are considering, all of the previously
built models provided poor accuracy, which is due to the difference in the conditions for
building these models and the actual conditions we are considering.

3 Prediction of the Oil Recovery Factor Based on Statistical
Analysis of Statistical Models for Predicting Oil Recovery
in Various Conditions

Prediction of development indicators under the conditions noted above is very difficult,
which is associated with the difficulties in selecting a more adequate model. In this case,
it is necessary to use methods that allow, based on the analysis of errors, to estimate the
conditions of applicability of the model, based on the smallest error.

Initially, similar to the models described in the above mentioned works, we have
built a model based on the collection and statistical processing of data on the central
section of the Karazhanbas field as a result of correlation analysis. For this purpose, data
has been collected that characterize the object of the field. These data were put on the
statistical processing, correlation analysis was performed, for which a standard multiple
linear regression program was used.

As a result, a relevant model has been built, which expresses the dependence of
the oil recovery factor on perviousness, average oil saturation, well grid density, net-to-
gross ratio, oil-to-water viscosity ratio, porosity coefficient, oil-saturated thickness of
the reservoir in the form of:

η = 0.074027 + 0.004991 ∗ lg
(
Kper.

) − 0.0368 ∗ Soil + 0.0211 ∗ Sgen.
− 0.034866 ∗ KN/G + 0.000013 ∗ μ0 + 0.102827 ∗ m − 0.000038 ∗ h

(1)

where η - oil recovery rate (ORR), fraction units, Kper. - perviousness, micron2, Soil -
oil saturation, fraction units, Sgen. - well grid density, ha/well, KN/G. - net-to-gross ratio,
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fraction units, μ0 - oil-to-water viscosity ratio, m - porosity, fraction units, h - net oil
pay, m.

In the model, instead of perviousness, its logarithm is given, due to the fact that
the distribution of perviousness values complies to a logarithmic-normal law. If we
plot the dependence of the oil recovery factor on each factor used in the statistical
analysis, then it can be seen that the data are scattered in the form of a “cloud” of an
indefinite shape. This is due to the nonsufficiency, nonhomogenity and inaccuracy of
field data, although many represent the average of several observations. In general, a
strictly linear relationship is also not traced: a straight line closer to most of the points,
in this case, is very difficult to draw. However, multiple regression analysis, on which
all existing statistical methods for oil recovery estimation are based, emerges from the
basic assumption that there is a certain linear functional relationship between the initial
data and the result of calculations [5]. From the graph given in [5], the nonlinearity of
the functional dependence of the oil recovery factor on the factors under consideration
is obvious, therefore, the author of this work considers it unreasonable to apply multiple
regression analysis with building of a linear model, although the linear model we have
built gives better results for the conditions under consideration compared to others.
Nevertheless, a low degree of convergence of the calculated and actual values of oil
recovery factor is observed.

As the analysis shows, there is no linear relationship between the oil recovery factor
and the geological and physical characteristics of the formations, therefore, for a more
accurate calculation of oil recovery factor, it is necessary to take this fact into account
in the mathematical model. To solve this problem, it is need to use a method that allows
to identify an unknown nonlinear functional dependence with a large number of input
variables, as in our case, (different parameters of oil reservoirs).

In this case, one of the possible ways is to build a multiplicative model. For building
of such a model the data are first translated into their logarithms, according to the values
of which and by implementing a linear regression program, a linear model is built, each
variable of which is the logarithm of the input and output variables. After the exponen-
tiating, a multiplicative model was obtained, which, after simple transformations, looks
as follows:

η = 0.06551
K0,03236
per. · S0,45136gen. · μ

0,05385
0 · m0,28073 · h0,0235

S0,07413oil · K0,15162
N/G

(2)

Comparative analysis of actual and calculated data showed that the maximum and aver-
age relative errors in calculations using linear and multiplicative models are 55.002%;
27.16% & 49.16%; 24.9% respectively. As it was mentioned above, during build-up of
these models for predictive estimation of oil recovery factor, it was utilized the experi-
ence of building of similar models accumulated by various specialists in the conditions
of various fields. A comparative analysis of the initial information on the geological and
physical parameters of the reservoir used in the building of statistical models and the
results of calculations based on the built-up models it was demonstrated that among the
factors considered there exists also those whose influence is insignificant. In this case,
such factors are the porosity coefficient and the density of the well grid: the values of
these factors within the considered set are homogeneous, and therefore their influence
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on the final result turned out to be insignificant. Thus, the calculated oil recovery factor
according to the linear model is almost not affected by the porosity and density of the
well grid, since in this case, in the considered range, they change insignificantly, despite
the fact that this relationship in other models can be traced much more clearly. In our
case, the porosity varies within 0.29–0.37, and the density of the wells grid is 1.95–2.87.
In general, for these conditions, high values of oil recovery factor are not observed, the
highest value is 0.21. Under mentioned conditions, in order to elaborate the model, we
havemade an attempt to rebuild it without involving insignificant factors. However, even
in this case, it was not possible to avoid high errors, although they turned out to be less
than in the previously built models, but not so much.

The performed analysis shows a different degree of estimates using the considered
statistical dependences when changing the values of the parameters included in them.
For example, the influence of the values of permeability or net-to-gross ratio can be
noted, which can become apparent both insignificantly and significantly. Naturally, all
of the considered dependences, including ours, cannot take into account the variety of
factors, their degree of influence: the complexity of the geological structure, to one
degree or another, registered in most of the fields. Thus, taking into account the results
of the studies, methodological approaches to predicting oil recovery factors, as well as
complicated geological and physical conditions of the field under consideration, it is not
expected more accurate results from statistical models.

Analysis of the results of calculations based on the obtained models allows us to
conclude that the main attention in studying the influence of geological and physical
conditions on the indicators of field development needs to be directed to the development
of methods that allow obtaining of results that could provide the possibility of predictive
assessment of the oil recovery factor both quantitatively and qualitatively, taking into
account also uncertainties, associated primarily with the lack of a aprior information
about the properties of the reservoir and reservoir fluids, formulations during decision
makingprocess. In recent years, suchmethods havebeenwidely used in solvingproblems
of oilfield practice. These methods make it possible to build predictive models when it is
impossible to obtain more accurate results by statistical methods that allow assessing the
influence of factors and performing the estimates. In this regard, we have performed an
analysis to establish the congruence of the geological and physical parameters and the oil
recovery factor, by taking into account the uncertainty. At the same time, the possibility
of establishing this congruence on the basis of fuzzy cluster analysis is considered.

4 Study of the Impact of Geological and Physical Factors on the Oil
Recovery Factor Based on the Results of Fuzzy Cluster Analysis

During process of solving various problems related to declustering of various objects into
homogeneous classes, establishing the conformance of the characteristics of these classes
to any parameter, the value of which is usually expressed qualitatively, the utilization of
cluster analysis plays one of the important roles.

The clustering matter is expressed by breakdown of the initial set of objects into
subsets of classes, so that the elements of one class are as similar as possible to each
other, i.e. are homogeneous within a class, and at the same time, the elements that
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make up different classes shall be significantly different. Traditional, or as they are
called otherwise, “hard” methods of cluster analysis work with objects, the parameters
of which are clearly specified. Currently, methods based on fuzzy clustering have been
developed and continue to develop for clustering fuzzy objects. The contribution of
famous scientists are dedicated to research in this area: J.C. Bezdek, Y.V. Pedrycz, L.A.
Zadeh, I.B. Turksen, A.H. Averkin, R.A. Aliev, I.Z. Batyrshin et al. [9–11].

When conducting a research on the classification of hard-to-recover reserves, we
have also previously performed clustering using the fuzzy cluster analysis algorithm
[12]. In this case, in order to identify objects of the Karazhanbas field that are homoge-
neous in terms of geological and physical characteristics, we used the noted program of

                           a)                                                                    b) 

                          c)                                                                    d) 

e)

Fig. 1. Term-sets of different values: a) the ratio of the viscosities of oil and water; b) average oil
saturation fraction units; c) net-to-gross ratio; d) formation permeability; e) oil-saturated formation
thickness.
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fuzzy cluster analysis. The conducted fuzzy cluster analysis revealed 4 groups of objects
with similar estimates of the following geological characteristics: permeability, average
oil saturation, net-to-gross ratio, ratio of oil viscosity to water viscosity, oil-saturated
reservoir thickness (Table 1).

According to the data obtained, it can be concluded that the first cluster includes
objects with high values of permeability, average oil saturation and viscosity ratio of oil
andwater, low values of the net-to-gross ratio and oil-saturated thickness of the reservoir,
etc. Figure 1 (a–e) shows term sets of different levels of input variables.

From the above, we can conclude the following.
During the research, the results of which are presented in this work, a statistical

analysis was carried out of the complex of geological and physical parameters, the results
of laboratory analyses, information on the values of oil recovery for the considered field,
as a result of which linear and multiplicative models were built for calculating the oil
recovery factor in the conditions of the field under consideration.

Built models for the quantitative predictive assessment of the oil recovery factor
depending on various geological and physical characteristics of the developed objects,
as a result of comparative calculations, showed that the maximum and average relative
errors in calculations using linear and multiplicative models is 55.002%; 27.16% &
49.16%; 24.9% respectively. As it can be seen, in some cases, high error values are
obtained. In order to determine the conditions for the possible use of a particular model
and at least a qualitative assessment of the influence of the considered characteristics on
the oil recovery factor, it is necessary to establish classes that are homogeneous in terms
of geological and physical characteristics of the objects of the Karazhanbas field. In this
regard, in this work, using a fuzzy cluster analysis program, clustering was performed,
as a result of which the original data array is divided into four classes.

5 Conclusion

The results obtained allowed us to come to the following conclusions: a comparative
analysis of the previously built statistical models for estimating the oil recovery factor
was carried out, the errors in their application for the conditions under consideration
were calculated, which showed the impossibility of their application and confirmed the
opinion about the necessity to build such models for the conditions under consideration;
linear and multiplicative models have been built for predictive estimation of the oil
recovery factor, the need to determine the area of their application from the point of view
of individual conditions has been substantiated due to the ambiguity of the calculation
results; with the help of fuzzy cluster analysis according to the data of the Karazhanbas
field, four classes are distinguished, characterized by certain values of the parameters
corresponding to different geological and physical conditions; classes of congruence
of geological and physical characteristics and errors for the two obtained models were
established. It made possible to define the conditions for applicability of these models,
specifically: the first cluster, characterized by high values of permeability, average oil
saturation and viscosity ratio of oil and water, low values of the net-to-gross ratio and
oil-saturated thickness of the reservoir, the calculation errors for which are estimated
as low; the multiplicative model can also be applied to the third and fourth clusters;
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however, these models are inapplicable for the second cluster due to high error values;
for the second cluster, the assessment can bemade according to the qualitative agreement
obtained as a result of fuzzy cluster analysis.
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Using Fuzzy Linear Regressions
by the Estimation of Expected Changes in the Oil
and Gas Saturation’s Capacity at Great Depths

Adalat B. Hasanov(B) and Mubarize S. Ibrahimli

Azerbaijan State Oil and Industry University, Azadlig Avenue, 20, Baku, Azerbaijan

Abstract. Identification of productive formations within oil and gas deposits is
based mainly on the assessment of reservoir properties of rocks, the values of
which usually determine the nature of the pore space andfluid saturation. Typically,
reservoir property variability is predicted using 2D and 3D petrophysical models
that reflects of well logging and laboratory core studies data. At the same time, it is
known that the main oil reservoirs of Azerbaijani fields are located in terrigenous-
sedimentary rocks, consisting of a structured matrix with a texture-organized pore
space. In this reason classical petrophysical models based only on core analysis
cannot be considered completely perfect.

Another serious problem of petrophysical modeling is the effect of scatter of
experimental data values in the phase space of parameters, which is not explained
only by calculation or measurement errors. The listed problems can be avoided
by using fuzzy petrophysical models based on fractal concepts of the multimodal
distribution of the main parameters. From the point of view of the presentation of
experimental data, such models are the most optimal both in terms of polygonal
scattering and in terms of phase space parameters.

Keywords: Petrophysical models · Fuzzy logic · Productive formations ·
Deposits · Properties of rocks

1 Introduction

One of the basic concepts, actively discussed in recent years in the scientific literature,
is associated with the formation of oil and gas deposits due to the migration and accu-
mulation of hydrocarbons in the upper layers of the earth’s crust. According to this
concept, the determining condition in this process is the effective volume and structure
of the pore space within reservoirs. It is assumed that in general, the natural productivity
potential of terrigenous reservoirs is largely determined by their intergranular porosity
and the nature of grain packing. However, in addition to this, the shape of the grains,
and most importantly, the ratio of the content and distribution of grains of different sizes
in the volume of the rock also have a significant effect on the effective porosity of the
reservoirs. In support of this, there exist several published attempts of simulations of the
total effect of influencing factors on the multimodal distribution of intergranular poros-
ity. The description of such attempts is well illustrated by a number of studies [1, 2],
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whose authors also used parameters averaging the granulometric composition of rocks
to establish the dependence of porosity on mechanical compaction. These parameters
were used for different levels of rocks grain size (Md), as well as some coefficients
reflecting the sorting of sediments (Ksort, Hr, plus the maximum content of the remain-
ing fractions Mf). The clarification of pair correlation dependencies between fractions
and parameters averaging the particle size distribution and reflecting the sorting of rocks
is given in Table 1. As follows from these data, the average grain size, on the one hand,
and on other hand, the sorting of rock grains are independent and not related with any
functional dependencies. At the same time, there is a close correlation between some
defined indicators (for example, Md).

From the above mentioned, it follows that forecasting the reservoir properties of
rocks is a modern and very urgent task. This task, on the one hand, is characterized by
the complexity of the relationship between individual properties of rocks, and, on the
other hand, by the uncertainty of the relevant information.

At the same time, it is known that the main oil reservoirs of deposits in Azerbaijan
are formed in terrigenous-sedimentary rocks, consisting of a structured matrix with a
texture-organized pore space. Such a structuredmatrix is composed of grains of minerals
of different sizes and looks like a chaotic system. Taking this into account, typical natural
reservoirs are characterized by a set of parameters, such as tortuosity, shape of pore
channels, thickness of the layer of bound water and other factors on the core analysis
and cannot be considered completely perfect. In particular, changes in the content of
individual fractions depending on the depth and the calculation of the pair correlation
coefficient between the fractions and the parameters, average particle size distribution
and sorting of rocks show that they are independent and not related functions. Moreover,
the influence of individual fractions, and most importantly, their ratio on the value of
intergranular porosity is uneven.

In this regard, a more effective solution to these problems was considered by many
researchers from the standpoint of using methods of fuzzy logic and soft computing.
So, in [3], the authors consider a multistage forecast of five geological parameters.
However, the approach used in [3, 4] turned out to be ineffective for solving forecasting
problems based on extrapolation. From the point of view of presenting experimental
data in the form of polygonal scattering and phase space parameters, fuzzy petrophysical
models were discussed in [3]. Here authors analyzed the shale porosity model in SCB.
They compiled this model using the method of correlation and regression analysis. A
possible forecast of petrophysical parameters based on actual logging data is mentioned
in [4]. In doing so, the authors use the artificial intelligence method, which is devoted
to predicting the PVT parameters of oil and gas reservoirs in the fields of the Middle
East. The researchers used a combination of a 2nd type fuzzy logic system. The 2nd
type fuzzy logic system’s ability to handle uncertainty made the resulting model more
robust. In [5], the application of fuzzy logic in petrophysics was discussed, in which the
basic concepts underlying lithophiles are calculated using fuzzy logic methods. In this
case, the uncertainty of the parameters is determined by the heterogeneity of the studied
geological objects and is estimated in quantitative indicators of reliability [6]. Some
authors propose to predict the reliability of graphic images based on the relationships
between the parameters [7]. According to the proposedmethod, the forecast is performed
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in the form of a fuzzy model of the distribution of possible values for each spatial point
[4]. The disadvantage of this method is the need to store and use large amounts of
information. However, it is balanced by a high degree of visibility and the possibility of
achieving reliability for each parameter of the forecast up to the expected values [7, 8].

In this article, we also apply a fuzzy regression model [4] to predict reservoir rock
properties. This type of model can be realized both on the basis of extrapolation and
prediction based on interpolation. Differential evolution optimization was used to build
this model. Main objectives: to study the modern scientific situation in vector time
sequences. The study purpose is to choose appropriate forecasting vector’s mathematical
model for sediment’s parameters of the South Caspian Basin based on a review of the
results of well known published researches in this sphere. Conducted review showed
that a qualitative forecasting of oil and gas deposits is impossible by using of models of
artificial neural networks and fuzzy sets for vector time sequences. This task is better
solvedwithmethod of data clustering (fuzzySugenomodels)with a selection of affiliated
functions (membership functions).

Within paper describes the results of the forecasts for hydrocarbon deposits in the
South Caspian basin realized by the above mentioned method.

2 Statement of the Problem and Solution Method

The issue, considered as an example, is to predict the properties of rocks in oil and gas
deposit [5]. For this direct purpose, a predictivemodel based on fuzzy linear regression is
used to describe the interdependence of reservoirs properties and the natural uncertainty
of information. The fuzzy regression model is considered as an equation:

yk(x1, x2, ..., xN ) = ãk0 +
∑N

i=1
ãkixi (1)

xi, i = 1,N - values of the parameters of the properties of rocks (input data),
yj, j = 1,N - the predicted values of the parameters of the properties of rocks (the
output of the regression model), and ãk0, ãki - coefficients of the regression model,
described by triangular fuzzy numbers (TFNs), k = 1,K, i = 0,N .

The construction of model (1) consists of determination of values of fuzzy
coefficients ãk0, ãki which minimize the error:

RMSE =
√∑n

h=1(yi(h) − y∗
i (h))

2

n
→ min (2)

ãk0, ãki ∈ A, k ∈ 1, ...,K .

here y∗
i (h) - are real values of rock quality indicators at depth h; A - is the search space.

The built-in model (1) allows estimating yk values of rock quality indicators using the
values of previous depth parameters.

Verification of the described method was carried out on real quality indicators of the
reservoirs of the well-known group of deposits of the Baku Archipelago in Azerbaijan
(see Table 2).
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Table 2. Reservoirs’ quality indicators

h
(depth)

z1
(relative clay)

z2
(permeability)

z3
(density)

4062,5 0,75 9,6 2,39

4599,5 0,93 23,3 2,65

4902,5 0,85 0,3 2,51

4902,5 0,69 53,3 2,56

4943 0,89 4,3 2,63

4963,5 0,68 61,5 2,48

5089,5 0,69 107,3 2,58

5089,5 0,7 107,28 2,4

5248,5 0,22 98,6 2,02

5256 0,84 8,4 2,3

The data given in Table 1 were preliminary interpolated in depth with the same
step within interval 4300–5200 m, and then recalculated according to the models (1)
described above:

ỹ1(x1, x2, ..., x6) = ã10 +
6∑

i=1

ã1ixi,

ỹ2(x1, x2, ..., x6) = ã20 +
6∑

i=1

ã2ixi,

ỹ3(x1, x2, ..., x6) = ã30 +
6∑

i=1

ã3ixi.

Here ỹk(x1, x2, ..., x6) = zk(h), x1 = z1(h − 1), x2 = z1(h − 2), x3 = z2(h − 1)
x4 = z2(h − 2), x5 = z3(h − 1), x6 = z3(h − 2), ãk0, ãki the fuzzy coefficients in the
form of triangles: h - are the depth, k = 1, 2, …, 3.

To calculate fuzzy coefficients, optimization algorithms of differential sets were
used, with parameters: mutation rates F = 0.8; connection probabilities CR = 0.7 and
population size PN = 80. Optimized RMSE is approximately equal 0.0006.
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Particularly, values of fuzzy coefficients were calculated as:

ã10 = (−11.34,−12.6,−13.86), ã11 = (−2.07,−2.3,−2.53),

ã12 = (0.495, 0.55, 0.605), ã13 = (2.097, 2.33, 2.563),

ã14 = (−0.045,−0.05,−0.055), ã15 = (−0.441,−0.49,−0.539),

ã16 = (−0.072,−0.08,−0.088);
ã20 = (0.261, 0.29, 0.319), ã21 = (0.936, 1.04, 1.144),

ã22 = (1.062, 1.18, 1.298), ã23 = (−0.495,−0.55,−0.605),

ã24 = (−3.708,−4.12,−4.532), ã25 = (−0.171,−0.19,−0.21),

ã26 = (−0.093,−0.104,−0.11).

Using the established coefficients and based on the initial data, it is possible to predict
the quality indicators of reservoirs (Table 3) which exist at great depths (from 5300 to
5500 m).

Table 3. Predicted reservoir quality indicators

h z̃1 z̃2 z̃3

5300 (0.164, 0.189, 0.214) (100.18,100.21,100.23) (2.29, 2.32, 2.34)

5400 (3.12, 3.46, 3.81) (86.12, 95.69, 105.27) (2.8, 3.27, 3.66)

5500 (0.147, 0.163, 0.18) (76.21, 84.68, 93.16) (0.353, 0.523, 0.635)

a)

b)

y = 4E-05x2 - 0,316x + 600,8
R2 = 0,6375

0

50
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150

4200 4400 4600 4800 5000 5200 5400

2
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2,7

4200 4400 4600 4800 5000 5200 5400

Fig. 1. Real and predicted quality indicators of reservoirs a) fluid permeability, b) matrix density
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The consistency of predicted quality indicators of reservoirs with the initial ones is
shown in Fig. 1 from the consideration of which it follows that in the cross section of
the studied deposits at depths above 4900 m a decrease can be predicted in the relative
clay content and density of reservoirs, while fluid permeability increases.

3 Conclusion

The paper describes the use of a fuzzy regression model to predict reservoir quality
indicators using real datawhich belongs to awell-knowngroupof oil deposits of theBaku
archipelago in Azerbaijan. The composed model was first used when extrapolating the
initial data, and then when calculating the predicted values of reservoir quality indicators
at great depths.
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Abstract. COVID-19 virus affects the respiratory system of the patient and can
obstruct the breathing process and lead to the death of the patient. The develop-
ment of ventilation systems was in primary concern in order to help the patients
who suffered from COVID-19. In this paper, the electronic and software design
of the mechanical ventilation system, its control algorithm is considered. The
electronic design of the system is implemented on STM32 Arm. The breath-
ing system is based on AmbuBag compressed by the actuator. The fuzzy logic
control system is proposed for the control of AmbuBag pressure. The stages of
development of mechanical, electronic and software designs of the ventilation
system are presented. Simulation results are presented for the verification of the
developed control system. The obtained results indicate the suitability of using
the designed automatic mechanical ventilation system (AMVS) in the help of
COVID-19 patients to be able to breathe.

Keywords: Mechanical ventilation system · COVID-19 · Fuzzy control ·
Breathing

1 Introduction

COVID-19were becoming a globalworld pandemic that grows exponentially.According
to the World Health Organization [1], the number of people infected by COVID-19 has
reached more than 155 billion. COVID-19 is a very fast spread virus in the world that in
a couple of months spread worldwide [1, 2]. People having age of 60 and over carries
a higher risk of developing the series illness. In most hospitals, the number of critical
patients exceeds the number of ventilation systems. For this reason, the fast design of
ventilation systems is acquired more importance and it is a vital task for many health
centers.

The mechanical ventilation systems (MVS) control the airflow volume and pressure
of oxygen given to the patient. The system allows to help ventilation and breathing
process of the patients. The ventilation system provides a flow of oxygen through the
ventilation system. The designed artificial MVS (AMVS) can support patients in a short
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time and long time needs. The paper [3] designed MVS where AmbuBag is compressed
by means of two paddles that are actuated electrical motors.

The fast design of AMVS took place in different countries, because of the vital
necessity AMVS in hospitals during a pandemic. Infection of a huge number of patients
with coronavirus, increasing deaths need to apply a more cordial solution of the health
problem. As it was noted in [4] the patients’ morality undergoing ventilation during
critical diseases is 31–37%. Several factors need to be evaluated for using the AMVS.
These are the evaluation of oxygenation, ventilation, lung mechanisms and condition
of the patient. The evaluation of the current and previous conditions of the patients
are also important. Based on these parameters the AMVS should be optimized for the
patient. A set of research studies presented the design of AMVS. The reference [5]
developed a microcontroller-based mechanical ventilator. The AmbuBag is pressed by
the arm and can work in several modes as child, pediatric and adult modes. The reference
[6] designed a low-cost open-source mechanical ventilator. [7, 8] developed simple
ventilators with the portable AmbuBag compression system. The breathing rate of the
ventilator changes in the range of 5–40 breaths/minute. In [9] the ventilator is controlled
by pressure-controlled ventilation. The authors have designed an adaptive neuro-fuzzy
control of a pneumatic ventilator. As it has been seen from previous researches the
designing an automatic compressing system for AmbuBag is a key point in the design
of a mechanical ventilation system. In this paper, we are designing the AMVS using two
electrical motors. The motors will actuate the arms for pressing AmbuBag and providing
air gas for breathing of patient lungs. For this purpose in the paper fuzzy logic inference
is proposed for the design of the control system. The design of such architecture will
provide more accurate control of the respiratory system of a human.

2 Mechanical and Hardware Design of Ventilator

The AMVS is developed and manufactured by the researchers of the Robotics lab of
Applied Artificial Intelligence Centre, Near East University with the appearance of
coronavirus. Figure 1 (a,b) shows the designed AMVS. The AmbuBag of the ventilator
is compressed by the two arms, from the left and right sides. The arms are connected to the
electrical motors that are controlled by the control circuit STM32 Arm microcontroller.
There areDAC that transmits the output signals of control circuits to the electricalmotors.
The circuit contains two sensors for measuring pressure and airflow. The sensors data
are displayed on the screen that is mounted set ventilation system (Fig. 1a). The operator
doctor can set reference pressure signal and other parameters such as volume, airflow
from the screen of AMVS.

The structure of the system is given in Fig. 2. The values of control parameters
pressure and airflow are compared with the setpoint signals that are set by the doctor.
According to this error signal, the control circuit determines the control signal and
send it to step motors through drivers. The motors are moving the left and right arms that
compress the Ambubag. By pressuring Ambubag the briefing of the patient is organized.

The electronic section consists of different subsections such as the mainboard, motor
driver, sensors and Screen. The main working principle is to set the required specs
of the Ambubag. RPM is related to how many beats the user wants to set and the



Fuzzy Control of Mechanical Ventilation System 349

(a) (b)

Fig. 1. The designed AMVS. (a) electronic parts, (b) AMVS with artificial lung

AmbuBag 
ArmMotorDriver Microcon-

troller 
Driver Motor Arm 

Patient

Fig. 2. Structure of AMVS.

pressure value is also set by the user depending on the patient. The pressure value is
detected with the BMP180 pressure sensor and feedback to the MCU. As the main
MCU, STM32F103CBT6 has been selected due to different reasons. The MCU has an
ARM 32-bit Cortex M3 CPU core. PWM timers, I2C, SPI, USART, CAN interface and
USB 2.0 interface communications protocols, analogue to digital converter channels are
specified in [10, 11]. The bootloader processes are done by using Serial Wire Debug
(SWD). As a bootloader, the generic boot20 pc13 file has been flashed to MCU by using
ST-LINKV2debugger/programmer. The bootloader allows the user to program a custom
STM32F103 circuit board with Arduino IDE via USB. STMs AN2606 application note
is the guide for system memory boot mode.

Lithium-Ion based battery packs are designed to supply 16.8 Vmax. Furthermore,
BMS is used for reliable charging. The battery pack powers the mainboard and stepper
motor driver directly. The 3.3V regulated voltage has powered the STM32F103CB,
sensors and screen. LM2596 power converter is designed to convert 16.8 Vmax to 3.3 V.
The output voltage can be regulated according to feedback resistors. LM2596 schematics
can be seen in Fig. 3. Here Vout = Vref(1 + R2R1).

The mainboard controls the stepper driver, reads sensor values and drives the LCD
screen. TB6600 stepper motor drivers have been used to drive Nema 17 Stepper motors.
There are three different control inputs. The EN enables the driver, and the DIR controls
the direction of themotor due to HIGH or LOW situation of the pin. The PUL is the pulse
pin that controls the speed of the motor by changing PWM. The stepper motor positions
should be known because the stepper driver does not give any feedback position of the
motor. So, the potentiometers are placed to the bottom of the stepper motors and driven
by stepper motors with specific spur gear to give feedback of the stepper motor positions
to the MCU. One of the other sensors is the MAX30100 which measures pulse oximeter
and heart rate. Both sensor values are shown on the LCD screen. Sensors use the I2C
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communication protocol and both sensors have pulled to 3.3Vvia 4.7Kohms. TheUART
protocol has been applied for LCD screen communication and supplied with 3.3 V. In
the mainboard, 100 nf, 10 uf and 1 uf capacitors are placed and used as decoupling
capacitors which are placed between the ground and 3.3 V supply in the mainboard.
Moreover, the ferrite bead is added to suppress noises on an analog supply voltage of
MCU. Also, to specify each beat of the Ambu, the blink sound is given by the buzzer.
The custom mainboard can be seen in Fig. 4.

Fig. 3. LM2596 schematics. Fig. 4. Hardware design.

3 Control System Design

The basic aim of the designed control system is the control of required pressure in the
lungs of patients using AmbuBag compressed by the actuator. The control of pressure
in AmbuBag is provided by gradual compressing of AmbuBag. After the very subtle
release of AmbuBag, its pressure decreases rapidly. The pressure decreased more than
two times. This lower value of pressure should also be controlled for the next phase
of breathing when the actuator retracts and extends. Any oscillating course of pressure
is not desirable. As it can be seen, the control includes two modes. In the first mode,
the pressure should be increased to the value of reference pressure. After achieving the
desired pressure, the current pressure should be maintained to the end of inspiration
time. When pressure is decreased to the lower value it should be maintained to the end
of expiration time, that is the next cycle of breathing. In the next mode, when the patient
starts breathing according to the sensor measurements of positive flow, the ventilator
provides tidal volume for the patient. In the next stage when a patient starts to exhale
then according to the sensor measures of the negative flow ventilator is deactivating.
During control, these two modes should be controlled by the controller.

The inspiration and expiration process is shown in Fig. 5. Here the blue line is the
reference pressure signal, the green line is the current value of the pressure.

The control system of AMVS is designed using an STM32 Arm microcontroller.
The values of control parameters pressure and airflow are compared with the set-point
signals that are set by the doctor. In the paper, we presented a fuzzy control system to
control the pressure of the ventilator. The fuzzy controller is designed using knowledge
of expert-doctor that was formulated using if-then rules [12–14]. These rules are used
for controlling the pressure of AmbuBag. According to the determined error signals e(k)
= G(k) − x(k) and change-in-error signal de(k) = e(k) − e(k − 1) the fuzzy controller,
based on the If-Then rule base, determines the output signal of the controller. This signal
is given to the input of the electrical step motor through drivers.



Fuzzy Control of Mechanical Ventilation System 351

Inspiration   Expiration

Pressure 

(cmH2O)

Fig. 5. Breathing cycle

Fuzzy rule-based systems are designed using error and change-in-error input signals.
The membership functions of linguistic values of the input and output variables used for
the construction of rule bases are presented in triangular form. Each input and output
variables have seven linguistic values. Using these linguistic terms the If-Then rule base
is constructed [15–20]. The triangle type membership functions are taken to represent
linguistic values.

Table 1 describes the if-then rule base used for controlling the value of pressure.
Error and change-in error signals have five linguistic terms. These signals are used
to determine the control signal used to control the pressure in AmbuBag. Here NL –
negative large, NM-negative medium, NS – negative small, Z – zero, PS – positive small,
PM-positive medium, PL – positive large. Using these linguistic values the construction
of a fuzzy rule base is performed. Based on designed if-then rules and input signals, a
fuzzy inference engine determines the output signal. A compositional rule of inference
is used for calculating the output signal of the controller.

ẽ, ẽ′ → ũ, µ(u) = max
X 1,X 2

min
R

{
µX 1(e), µX 2

(
e′), µR

(
e, e′, u

)}
(1)

Using the center of average the defuzzification is performed in order to find the
output signal and control the breathing system.

Table 1. The rule base of the controller

Pressure
u

Change-in-error e’

NL NS NS Z PS PM PL

Error
e

NL PL PL PL PL PM PS Z

NM PL PL PL PM PS Z NS

NS PL PL PM PS Z NS NM

Z PL PM PS Z NS NM NL

PS PM PS Z NS NM NL NL

PM PS Z NS NM NL NL NL

PL Z NS NM NL NL NL NL
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4 Simulations

Simulations of the designed AMVS system were carried out in our research laboratory
and tested using laboratory tools. The problem was the control of air pressure in the
lungs of the patients. The system structure for control of pressure is given in Fig. 6. We
used a fuzzy controller for control of the step motor. By controlling the step motor we
can control AmbuBag pressure that controls the pressure in the lungs.

e

Fuzzy 

Controller
Driver

Step

Motor

Actuator, 

AmbuBag 

Pressure

Lungs
eΔ

r

Fig. 6. Control system structure.

Fig. 7. Simulation results with reference pressure 20 cm.H2O: Plot of pressure and Error plot

We used the fuzzy controller presented in the previous section. The laboratory design
of this control system is presented in Fig. 1(b). In the figure, AMVS is connected to the
laboratory tools imitating the functions of physical lungs which are shown on the right
side of the figure. When the system is working, the desired signals, the high value of
pressure are set using buttons shown on a ventilator. According to set-point pressure,
the value of the control signal is generated by a fuzzy controller. This signal controls the
pressure of the AmbuBag. The AmbuBag through the pipe is connected to the artificial
lung. The increase of pressure in Ambubag causes the increase of the value of pressure
in the lungs of the patient. For feedback connection and measuring the current value of
pressure sensors are used. Through sensors, the current value of pressure in AmbuBag
and lungs are measured and sent to the microcontroller of AMVS. The microcontroller
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Fig. 8. Simulation results with reference pressure 16 cm.H2O: Plot of pressure and Error plot

controls the whole breathing process of patients. All reference and current values of
pressure signal are displayed on the window of AMVS (left part) and on the window of
the lung oscillator.

The fuzzy controller is designed for pressure control in the lungs. We have obtained
response characteristics of the fuzzy control system of the lung. Figure 7 depicts the plot
of the current and error signals obtained for pressure when the reference signal is equal
to 20 cm.H2O. In the next simulation, the reference signal is set equal to 16 cm.H2O.
Figure 8 depicts the plot of current (a) and error (b) signals. The obtained simulation
results demonstrate the suitability of using a fuzzy control system to control the pressure
in the human lung.

5 Conclusions

The paper presents the design of an automatic mechanical ventılatıon system for the
for patıents suffered from COVID-19. The mechanical, electronics and software design
of the AMVS has been implemented. The control system has been developed using a
fuzzy set theory. The desıgn of electronıc system ıs carrıed out usıng STM32 Arm. The
design of a fuzzy controller for controlling the pressure of AmbuBag has been presented.
The fuzzy rule bases are developed for controllers. The inference in fuzzy controllers is
carried out using the compositional rule of inference. The obtained results demonstrate
the efficiency of using the fuzzy system in controlling the pressure in the Ambubag.
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Modeling of Relationship Between the Quality
Indicators of Plastic Details
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Abstract. In this work, it is considered an analytical relationship between quality
indicators and shrinking deformation, which is a function of the difference in tem-
perature voltages. The connection between volumetric deformation and strength
was determined by controlling the cooling process of polymer details in produc-
tion conditions, knowing the change in thermic voltage difference during cooling.
Let us note that quality indicators are characterized by imprecise information. In
view of this, we discuss issues of fuzzy modeling of relationship between quality
indicators and its influential factors.

Keywords: Plastic details · Quality indicators · Strength · Accuracy · Shrinking
deformation · Temperature voltages · Fuzzy function · Fuzzy integral

1 Introduction

The main indicators of quality are strength and accuracy. But on the other hand, accu-
racy and strength depend on the amount of shrinking deformation of the plastic details.
Thus, it is necessary to establish an analytical relationship directly between the quality
index of strength and shrinking deformation, which is a function of the difference in
temperature voltages. Currently, the difference in temperature voltages (residual volt-
age) is not controlled in the manufacturing conditions of plastic details due to the lack
of reliable methods and their determination and control. However, analytically, it is pos-
sible to determine the amount of volumetric or linear deformation of finished details by
governing and controlling them with other quality indicators [1–7].

The determination of the relationship between the volume strain and the strength
is possible by controlling the process of cooling the polymer details under production
conditions, knowing the change in the difference in thermal stress during cooling. Thus,
volumetric deformation is a linear thermal shrinkage during cooling in three directions
x, y, z and is a controllable quality criterion.

On the other hand, for the cooling process of plastic details, due to the low ther-
mal conductivity of plastics, a gradient of the cooling rate over the cross section is
characteristic. This leads to the appearance of thermo elastic voltages. The greater the
temperatures difference between the central and surface layers, the greater the voltages
to be expected. For each infinitesimal layer, the difference in the rates of free thermal
and general shrinkage will be compensated by the elastic deformation of the material.
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At the first moment, the cooling rate of the outer layers is more than that of the
inner layers. Farther cooling results in a state where the cooling rate of the inner regions
exceeds the cooling rate of the outer layer. As a result, a more intensive reduction in the
volume of internal layers of details begins. The outer layers prevent this reduction. The
resistance of some layers of plastic details to shrinkage of others causes the appearance
of temperature voltages, which at high temperatures can cause the destruction of details
if the magnitude of the resulting voltages exceeds the limit of strength of the material
[2].

After cooling compressive tangential voltages are fixed in the outer layers of the
plastic details and stretching voltages are fixed in the inner. The residual voltages will
be the greater; the greater the temperature difference over the section, the higher the
cooling rate, and the smaller part of the voltages will have time to relax [1]. Therefore,
we will consider in more detail the regularities of the distribution of the temperature
stress difference in cylindrical plastic details during their cooling down. One of the main
issues of the mentioned modeling problem is to account for uncertainty. In this paper
we consider issues of fuzzy modeling of the mentioned relationships. This involves
consideration of fuzzy functions, fuzzy derivatives, fuzzy integrals, fuzzy differential
equations (FDEs) [8–20]. Particularly, a fuzzy heat equation is considered in [8].

2 Study of the Temperature Distribution of Plastic Details
in Production Conditions

In this case, consider the temperature distribution of plastic parts in the production
conditions under possibilistic uncertainty. Suppose that the axis of a uniformly cooled
cylinder coincides with the axis 0z and the temperature distribution does not depend
on the angle Q. Then the temperature difference �T of the isotropic cylindrical body
(plastic part) depends on r(cylinder height and radius), z and t. Due to fuzzy relevant
information intrinsic to heat processes, we consider �T and r as variables whose values
are convex and compact fuzzy sets [12]. Then, dependence of�Ton r will be determined
by solving the fuzzy thermal conductivity equation in cylindrical coordinates (Fig. 1):

∂�T

∂t
= a

(
1

2

∂�T

∂r
+ ∂2�T

∂r2
+ ∂2�T

∂z2

)
= a∇�T , (1)

with initial conditions

�T (r, z, 0) = T (r, z, 0) − T0 = Tn − T0 = �Tin, (2)

and with the following boundary conditions
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂�T (R1, z, t)

∂r
− α1

λ
�T (R1, z, t) = 0,

∂�T (R2, z, t)

∂r
+ α2

λ
�T (R2, z, t) = 0,

∂�T (z, 0, t)

∂z
= 0,

∂�T (r, h, t)

∂z
+ α3

λ
�T (r, h, t) = 0,

(3)

where a − thermal conductivity of the material; z and r − variables (cylinder height
and radius); t − time; ∇ − Laplace operator; R1 and R2 − radii of the inner and outer
surfaces of the hollow cylinder; α1, α2 and α3 − heat transfer coefficients between the
cooled body and the cooling medium in the inner cavity, on the outer surface and at
the ends of the cylinder, respectively; λ − thermal conductivity coefficient; 2h = AB −
cylinder height; T (r, z, t) − variable temperature; T0 − cooling medium temperature;
�T (r, z, t) = T (r, z, t) − T0 − temperature drop; Tin − the initial temperature of the
cooled body. As information on the values of the mentioned variables is often imprecise,
we consider that values of R1, R2, α1, α2 and α3, h are described by fuzzy numbers.
Indeed, while R1, R2, h may be more or less precisely measured, the imprecision of
α1, α2, α3 and λ is conditioned by the fact that thermal conductivity and heat transfer
depends significantly on composition ofmaterial (plastic details). In turn, information on
composition is, as a rule, imprecise. Then, fuzzy form of Eqs. (1)–(3) may be constructed
on the basis of theory of FDEs.

Fig. 1. Cylindrical coordinates used to define the temperature difference �T of the isotropic
cylindrical body (plastic detail).

To determine the solution to problem (1)–(3), we apply the Hankel integral transform
[3, 4]:

{�T (r, z, t)}H =
R2∫

R1

�T (r, z, t)rU0

(
μ1

r

R1

)
dr, (4)
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where

U0

(
μn

r

R1

)
=

[
J0(μn) + μn

Bi1
J1(μn)

]
· J0

(
μn

r

R1

)

−
[
J0(μn) + μn

Bi2
J1(μn)

]
· J0

(
μn

r

R1

)
,Bi1 = α1R1

λ
, Bi2 = α2R2

λ
,

(5)

μn − root of the equation. The fuzzy case of (4) and (5) can be considered on the basis
of the theory of fuzzy integrals[9–11, 13]. Then we have:

U0(kμn)

U1(kμn)
= kμn

Bi2
, n = 1, 2, ...,

U1

(
μn

r

R1

)
=

[
J0(μn) + μn

Bi1
J1(μn)

]
· J1

(
μn

r

R1

)

−
[
J0(μn) + μn

Bi2
J1(μn)

]
· J1

(
μn

r

R1

)
,

J0(x) =
∞∑
n=0

(−1)n
x2n

(n !)2 · 22n , Jn(x) =
∞∑

ν=0

(−1)ν

ν ! �(n + ν + 1)

( x
2

)n+2ν
,

�(P) − gamma Euler function, at that �(n + 1) = n !. Therefore

J1(x) =
∞∑

ν=0

(−1)ν

(ν !)2(ν + 1)
·
( x
2

)2ν+1

,

J0(x) − Bessel functions of the first kind of n-order; Jn(x) − Bessel functions of the
second kind of n-order. One has:

J0(x) = 2

π

[
c + 	n

x

2

]
J0(x) − 1

π

∞∑
k=0

(−1)k

(γ !)2 ·
( x
2

)2k
· 2�(k),

J1(x) = 2

π

[
c + 	n

x

2

]
J1(x) − 1

π

∞∑
k=0

(−1)k

(k + 1) · (k !)2 ·
( x
2

)2k+1

· [�(k + 1) + �(k)] ,

c − Euler’s constant, c ≈ 0, 5772,. At the same time,

�(k) =
k∑

s=1

1

s
, �(k + 1) = �(k) + 1

k + 1
.

Then

�(k + 1) + �(k) = 2�(k)
1

k + 1
,

therefore

J1(x) = 2

π

[
c + 	n

x

2

]
J1(x) − 1

π

∞∑
k=0

(−1)k

(k + 1) · (k !)2 ·
( x
2

)2k+1

·
[
2�(k) + 1

k + 1

]
,
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it can easily be shown that the circulation formula for the transformation [4] for a given
task will have the form:

�T (r, z, t) =
∞∑
n=1

2

{
�T (r, z, t)

}
+1

· U0

(
μn

r

R1

)
· R−2

1

×
{
k2U 2

0 (kμn) ·
[
1 +

(
Bi2

kμn

)2
]

− 4

π2B2
i1

[
1 +

(
Bi1

kμn

)2
]}−1

.

From here, after applying the cosine- transformation, we obtain the general solution
of problem (4) − (5) in the form:

�T (r, z, t) =
∞∑
n=1

∞∑
m=1

4
(
B2ipl + γ 2

m

) 2∫
R1

r�Tin · U0

(
μn

r

R1

)
· cos γm

z

h
drdz × exp

[
−

(
μ2
m + b2μ2

n

)
FO1

]
×

[
R21b

(
B2ipl + Bipl + γ 2

m

)
·
{
k2U2

0 (kμn) ·
[
1 +

(
Bi1
kμn

)2
]

− 4

π2B2i1

[
1 +

(
Bi1
μn

)2
]}]−1

(6)

where k = R2
R1

; b = πR2
h ; FO1 = at

R21
; Bnπ = ah

λ
.

If the initial temperature of the body is constant Tn = const, then the temperature
drop is determined in the form:

�T (r, z, t) = �Tin

{
1 −

∞∑
n=1

∞∑
m=1

MnBmU0

(
μn

r

R1

)
· cosμm

z

h
· exp

[
−

(
μ2
m + b2μ2

n

)
FO1

]}
, (7)

where

Mn = 2
[
Bi2U0(kμm) + 2

π

]
k2U 2

0 (kμm) ·
[
μ2
m +

(
Bi2
k

)2] − 4
π2B2

i1

[
μ2
m + B2

i1

] , (8)

Bm = (−1)m+1
2Bi

√
B2
i + μ2

n

μ2
n

(
B2
i + Bi + μ2

n

) , Bi = ah

λ
. (9)

With the same values of the heat transfer coefficient on the outer and inner cylindrical
surfaces (α1 = α2 = α), the decomposition coefficient Mn takes the form:

Mn = 2Bi1(
μ2
n + B2

i1

)
·
[
kU0(kμn) − 2

πBi1

] , (10)

The rows representing solutions to non-stationary thermal conductivity problems
quickly converge and one or two members of a series are enough for practical cal-
culations. Thus, at n = 1, m = 1, the approximate solution of the problem has the
form:
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�T (r, z, t) = �Tin

⎧⎨
⎩1 −

2Bi1U0
(
μ1

r
R1

)
(
μ2
n + B2

i1

)
.
[
kU0(kμ1) − 2

πBi1

] ·
2Bi1

√
B2
i + μ2

1

μ2
1

(
B2
i + Bi + μ2

1

) · cos γ1
z

n
× exp

[−(
μ2
1 + B2

i μ
2
1

)
FO1

]
⎫⎬
⎭ =

�Tin · 1 −
⎧⎨
⎩

2Bi1U0

(
μ1

r
R1

)

μ2
1 + B2

i1
·
[
R2
R1

U
(
R2
R1

μ1

)
− 2

πBi1

] × 2Bi1

μ2
1

(
B2
i + Bi + μ2

1

) · cosμ1
z

h
· e − μ2

1

(
1 + πR2

n

)2 at

R2
1

⎫⎬
⎭.

(11)

Here, to determine temperature voltages, let’s consider the process of cooling plastic
parts of the bushing type (Fig. 1).

According to Duhamel’s hypothesis [5, 6], if the inertial effects not be taking the
regard (not take into account), then the temperature voltages distribution is quasi-static.In
this case, the temperature distribution satisfies the thermal conductivity equation [1].
Then the thermoelastic potential of displacements for the quasi-static case is determined
by the following formula:

∇� = 1 + μ

1 − μ
α∇�T , (12)

from here

�(t, r, z) = 1 + μ

1 − μ
a · α�T = β0�T , (13)

where

β0 = 1 + μ

1 − μ
α · aT0.

For the quasi-static case, temperature stresses using the thermoelastic potential of
displacements are determined by the formula:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

σ rr = σrr

2G
= ∂2�

∂r2
− ��,

σ = σθθ

2G
= 1

r
· ∂�

∂r
− ��,

σ zz = σzz

2G
= ∂2�

∂z2
− ��.

(14)

Considering, that

�T (r, z, t) = �Tin

{
1 −

∞∑
n=1

∞∑
m=1

MnBmU0

(
μn

r

R1

)
· cosμm

z

n
· e− μ2m+b2μ2n

R21
· at

}
(15)

we receive

�(t, r, z) = 1 + μ

1 − μ
a·

α�Tin

{
1 −

∞∑
n=1

∞∑
m=1

MnBmU0

(
μn

r

R1

)
· cosμm

z

n
· e− μ2m+b2μ2n

R21
· at

}
.

(16)
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As it was noted, a row representing solutions to the tasks of non-stationary thermal
conductivity quickly converges and one or two elements are sufficient for practical
calculations. Therefore the temperature potential of displacements is determined by the
formula [7]:

�(t, r, z) = β0�Tin

⎧⎪⎪⎨
⎪⎪⎩
1 −

2Bi1U0

(
μ1

r
R1

)
(
μ2
1 + B2i1

)
. R

2

R1
U0

(
R2
R1

μ1

)
− 2

πBi1

· 2BiB
2
i + μ2

1

μ2
1

(
B2i + Bi + μ2

1

) × cosμ1
z

n
· e

−μ21

(
1+ πR2

n

)2
at
R21

⎫⎪⎪⎬
⎪⎪⎭

= β0�Tin

⎧⎨
⎩1 − A cosμ1

z

n
· U0

(
μ1

r

R1

)
· e

−A0 · at
R21

⎫⎬
⎭

(17)

where the symbol is entered

A = 2Bi1(
μ2
1 + B2i1

)
·
[
R2
R1

U0

(
R2
R1

μ1

)
− 2

πBi1

] ·
2Bi1

√
B2i + B21

μ2
1

(
B2i + Bi + μ2

1

) ;A0 = μ2
1

[
1 +

(
π R2
n

)2
]

(18)

(value A is given in [1]).
Now we calculate the temperature voltages:

σ rr = ∂2�

∂r
− �� = −

[
1

r

∂�

∂r
+ ∂2�

∂z2

]
= 1

r
β0�Tin · A · cosμ1

z

n
· U ′

0

(
μ1

r

R1

)
×

×e
−A0· at

R21 · μ1

R1
− β0�Tin · A ·

(μ1

n

)2 · cosμ1
z

n
· U0

(
μ1

r

R1

)
· e

−A0· at
R21 =

= β0�T · A
[
1

r

μ1

R1
· U ′

0

(
μ1

r

R1

)
−

(μ1

n

)2
U0

(
μ1

r

R1

)]
· cosμ1

z

n
· U ′

0

(
μ1

r

R1

)
· e

−A0· at
R21 ,

(19)

σθθ = 1

r

∂�

∂r
− �� = −

[
∂2�

∂r2
+ ∂2�

∂z2

]
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μ1
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)2
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z

n
· U ′′

0

(
μ1

r

R1

)
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×e
−A0· at

R21 − β0�Tin · A ·
(μ1

n

)2 · cosμ1
z
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· U0

(
μ1

r

R1
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· e
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U ′′
0
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r
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z
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· e
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(20)

σ zz = ∂2�
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r
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z
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R21 .

(21)
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It is known that the sum of normal voltages is a function of volumetric deformation
and is determined by the formula:

θ = σ rr + σθθ + σ zz = ∂2�

∂r2
+ 1

r

∂�

∂r
+ ∂2�

∂z2
− 3�� = −2�� = 2β0�TH

×A

[(
μ1

R1

)2
· U ′′

0

(
μ1

r

R1
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0
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r
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(μ1

n

)2
U0

(
μ1

r

R1

)]
· cosμ1

z

n
· e

−A0· at
R21 .

(22)

Numerous experiments show that the destruction of samples during their cooling, the
development of plastic deformation occurs under the action of the maximum difference
in stresses. Taking into account the above formula for the voltages difference, we obtain
the following voltage:

σ rr − σθθ = β0�Tin · A
[
1

r

μ1

R1
· U ′

0

(
μ1

r

R1

)
− μ2

1

R2
1

U ′′
0

(
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r
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)]
· cosμ1

z

n
· e−A0· at

R21

(23)

σ rr − σ zz = ∂2�

∂r2
− ∂2�

∂z2
= −β0�T · A
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(24)

σ zz − σθθ = ∂2�
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− 1

r

∂�

∂r
= β0�Tin·

A

[(μ1

n

)2
U0

(
μ1
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(
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)
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0

(
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r
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× cosμ1

z

n
· e−A0· at

R21 .

(25)

Let us note, that a shift from classical description of the considered process to fuzzy
representation requires delicate consideration of a lot of aspects. Namely, types of fuzzy
derivatives [12, 14], approaches to numerical solutions of FDE and fuzzy equations[9,
20] etc. An important issue is reducing computational complexity when dealing with
fuzzy models.

3 Discussion and Conclusions

Analysis of these expressions shows that the first voltage difference is the largest. Thus,
the most dangerous, from the point of view of specimen cracking, is the maximum
voltage difference σ rr − σθθ , which should be minimized. Due to the limited volume
of the collection “Achievement in the field of intellectual and computing systems”, this
article discusses the general formulation of the problem and methods for their solution.
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Abstract. A fuzzy-multiple model has been developed for adjusting the interface
of the Smart Home mobile application to the psychotype of the user in accordance
with the classification of gamers by R. Bartle. Achieveer, Socialist and Researcher
were chosen as the three main psychotypes in relation to the gamification of a
mobile application. It was suggested to implement the adjustment based on the
tabs settings in the mobile application menu: 1) Achievement level tab (primarily
focused on Achievements); 2) Communication tab (focused on the Socialist); 3)
Tab System Information (focused on Researchers). For each tab, it is proposed to
implement three levels: basic, expanded and psychotype-oriented. The choice of
the level is carried out on the basis of the work of the system of productive rules,
and the formation of fuzzy sets for the system is proposed to be formed on the
basis of the statistics of user calls during the control period to each of the tabs.

Keywords: Fuzzy-multiple model · Productive rules · Gamification

1 Introduction

Smart home means a system that controls electrical loads, lighting, security, climate
control, media devices. Currently, one of the most promising technologies is the “Smart
Home” technology, as a system that ensures safety, resource conservation and comfort
for all users of residential premises. The Smart Home system consists of many subsys-
tems that provide work with climate control, energy saving, lighting, security, house
maintenance, watering, control over the adjacent territory, etc. The problems of func-
tioning and maintenance of the Smart Home system are widely covered at the present
time in the specialized literature, including the mathematical modeling of the relevant
systems.

Thus, in 2018, as part of the revised Directive on energy efficiency in buildings,
the European Commission introduced an “intelligent readiness indicator” as a means to
make energy efficiency in buildings more understandable and useful for users, owners
and tenants of buildings [1]. By the end of 2016, households around the world were
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using four thousand million connected devices, including smart meters, energy devices,
and connected thermostats CTs. [2] The main purpose of the control system HVAC is
to maintain temperature and air quality in a comfortable range with minimal energy
consumption [3]. In [4], CTs is defined as an electrical device that connects smart homes
to smart grids. CTs are designed to automatically learn tenants’ schedules and turn
heating and cooling on or off on behalf of users [3]. CTs are designed to consume
little energy, increase consumer comfort and inform users about the energy status of
thermostats via mobile device interfaces. However, CTs were not fully accepted by
consumers because their interface did not meet consumer expectations [5].

The problem of creating applications that provide a comfortable user interaction
with the system is one of the most frequently discussed in the specialized literature.
This is due to the fact that the corresponding mobile application, created without taking
into account the level, needs and psychological characteristics of the user, may turn out
to be cumbersome and not always acceptable for a particular user. An interface that
is comfortable and pleasant for one user may be annoying and redundant/insufficient
for another. In addition, there is an acute issue of training the user to work with the
application, familiarization with its functions and capabilities. Training, ideally, should
be done by the application itself and be user-friendly. This is how the idea of using the
elements of gamification in teaching arose,

So, to save energy, work [6] proposes a system of gamification and serious games,
adapted by a fuzzy logic system to motivate connected thermostat consumers. Gamifi-
cation is the use of game elements in non-game contexts to improve user experience and
user engagement [7]. Gamification in energy systems has emerged as a tool to improve
energy efficiency by stimulating customer engagement and changing their energy-related
behavior by targeting a wide range of motives that customers may have, including eco-
nomic, environmental and social incentives [8]. In [4], the authors propose a reward for
consumers by sending incentives to change consumer behavior. Five mechanisms have
been proposed for the gamification system [9].

Despite the proliferation of different applications with different interfaces, users
may find it difficult to master the mobile application. Moreover, these difficulties are
associated both with the achieved level of computer technology, and with psychological
characteristics associated with the personal characteristics of users.

This study proposes a methodology for developing a mobile application based
on fuzzy multiple modeling taking into account gamification (Bartle’s typology) and
assessing the user’s level of application ownership.

2 Methods: User Psychotype in Terms of Gamification

At the initial stage of the application development, Bartle’s typology was used. Richard
Bartle’s model consists of two intersecting segments that form the players’ field, which
he called the plane of interests: “action - interaction” and “player - system”. Consider
the four psychotypes from the point of view of Richard Bartle, their driving motives and
potential leverage on them in the game.
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The Accumulators (Achiever) or Careerists. It is important for them to accumulate
power, money, cool artifacts - any game benefits and resources. They accumulate every-
thing: bonus points, game currency, stickers for the sixth coffee as a gift. The main thing
for them is to get an award in any way. Careerists love to receive all kinds of gaming
benefits.

The Killer. For them, the main motivation is superiority over other players, dominance,
and domination. They only crave victory. It is important for them to be the first: to be at
the top of the leaderboard, collect as many prize points as possible, be the first to know
about everything and win.

The Explorer. They are interested in studying the game world and discovering its
secrets. They strive to get to know the game universe and would rather explore the
location than try to complete the game. Researchers love gaming reviews. This class
is focused on knowledge, on the absorption of game content, on the study of game
mechanics and game capabilities: the larger the game world, the better.

The Socializer. Party people. Communication with other players, social interaction and
mutual understanding are important for them. This type loves to be in the spotlight and
communicate in online and offline channels. Social workers are happy to go to forums
and conferences, happily book tickets for open lectures, and, speaking of business, most
likely, they have already tried several products similar to yours.

Thus, Killers pride themselves on dominating others; The accumulators - by the fact
that they have themost resources and benefits; Researchers because they are smarter than
others, and Socialists because they are more popular. This classification is effective in
the game, however, in relation to the mobile application, the classification is simplified.
The Killer and Accumulator classes are characterized by the level of achievement in
using the mobile application: the amount of information acquired, the level achieved,
the position in the amount of accumulated benefits and bonuses, as well as superiority
in these areas over other users of the application. The combined class is proposed to
be named Achievers. So, we have identified three classes of users of the Smart Home
mobile application: Achievements, Socialists and Researchers.

3 Implementation of Application Selection in Accordance
with Bartle’s Typology Based on a System of Productive Rules

In accordance with the introduced classification, it is proposed to introduce three tabs in
the mobile application menu: 1) Achievement level tab (focused primarily on Achieve-
ments); 2) Communication tab (focused on Socialists); 3) Tab System Information
(focused on Researchers). However, almost every user is a combination of several psy-
chotypes, so the interface of each of the tabs should be expanded for each user, taking
into account his needs. In accordance with this, it was proposed to develop three levels
for each of the tabs: basic (1), expanded (2) and psychotype-oriented (3). Thus, we get
three interfaces of the tabs:



368 S. Alexeev Anton et al.

A1 (Basic Achievements) - minimum information about the levels passed in mas-
tering the application, accumulated points and bonuses; A2 (Achievements detailed) -
detailed information about the levels passed in mastering the application, accumulated
points and bonuses; elements of leaderboards and badges when assessing achievements,
taking into account the wishes of the user; A3 (Achievements psycho-oriented) - in detail
detailed information about the passed levels, accumulated points and bonuses; active use
of leaderboards and badges in a playful way, comparison with others and users of the
application;

S1 (Basic communication) - access to the forum, the ability to communicate and
consult with other users; S2 (Expanded Communication) - access to the forum, expanded
communication with other users, the ability to participate in collective games based on
the application; S3 (Communication psycho-oriented) - extensive communication with
other users on the forum and in social, participation in collective games based on the
application;

E1 (Basic information) - basic information about the system and its capabilities; E2
(Information expanded) - expanded information about the system, access to the library,
a system of suggestions for studying the system; E3 (Information psycho-oriented)-
detailed information about the system, including in a game form, access to the library,
a system of suggestions for studying the system, quests and levels showing the level of
proficiency in the mobile application.

It is proposed on each tab to introduce an automatic scoring system upon contact.
Moreover, the accumulation of points is carried out in such a way that different actions
are assessed with different numbers of points. For example, 1 point is awarded for a
simple access to the forum. For participation in the discussion of the problem 2 points.
For inviting a friend to a group - 5 points, etc. After that, a correspondence is established
between the interface levels and the number of points accumulated by the user for the
assessed period, based on expert assessments. For the intervals established in this way,
the centers of gravity are calculated and on their basis fuzzy sets are formed SX1 =
“social activity is low”, SX2 = “social activity is average”, SX3 = “social activity is
high”.

After that, the rules of fuzzy production are formed to select the interface of the
Communication tab:

RULE Soc1: IF X1 = SX1 (“Social activity is low”), THEN Y1 = SY1 (“interfaceBasic
communication”);
RULE Soc2: IF X1 = SX2 (“Social activity is average”), THEN Y1 = SY2 (“inter-
faceCommunication expanded”);
RULE Soc3: IF X1= SX3 (“Social activity is high”), THEN Y1= SY3 (“interfaceCom-
munication psycho-oriented”).

Similarly, based on the analysis of statistics of work with the Achievement Level
tab, its interface is formed:

RULE Ach1: IF X2 = AX1 (“The level of interest in achievements is low”), THEN Y2
= AY1 (“interface Basic achievements”);
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RULE Ach2: IF X2 = AX2 (“Level of interest in achievements is average”), THEN Y2
= AY2 (“interface Achievements expanded”);
RULE Ach3: IF X2 = AX3 (“Level of interest in achievements is high”), THEN Y3 =
AY3 (“interface Achievements psycho-oriented”).

Accordingly, based on the analysis of statistics of working with the Information tab,
its interface is formed:

RULE Exp1: IF X2 = EX1 (“The level of interest in information is low”), THEN Y2 =
EY1 (“interface Basic information”);
RULE Exp2: IF X2 = EX2 (“The level of interest in information is average”), Then Y2
= EY2 (“interface Information expanded”);
RULE Exp3: IF X2 = EX3 (“The level of interest in information is high”), THEN Y3 =
EY3 (“interface Information psycho-oriented”).

The result of the work of the production rules is the choice of the interface of the
mobile application for the user for a certain regulated period of time. Figure 1 shows the
results of defining the interface for the Achievements tab in Fuzzy Toolbox.

Fig. 1. Implementation of the fuzzy inference system in Fuzzy Toolbox.
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It should be noted that the initial interface of the application (for a control period
of time) can be selected in accordance with the results of user testing according to the
Bartle method.

4 Conclusions

A fuzzy-multiple model has been developed for adjusting the interface of the Smart
Home mobile application to the psychotype of the user in accordance with Bartle’s
classification of gamers.Achieve, Socialist andResearcherwere chosen as the threemain
psychotypes in relation to the gamification of a mobile application. A correspondence
was established between the characteristic features of psychotypes in relation to the
game, as well as the main methods of their most effective involvement in the game
(in this case, gamified training in working with the Smart Home mobile application).
It was suggested to implement the adjustment based on the tabs settingsin the mobile
application menu: 1) Achievement level tab (primarily focused on Achievements); 2)
Communication tab (focused on the Socialist); 3) Tab System Information (focused on
Researchers). For each tab, it is proposed to implement three levels: basic, expanded and
psychotype-oriented. The choice of the level is carried out on the basis of the work of the
system of productive rules, and the formation of fuzzy sets for the system is proposed
to be formed based on the statistics of user calls during the control period to each of the
tabs. The initial interface during the control period (evaluation) will be formed on the
basis of the user’s passing the classic Bartle test.
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Abstract. Choosing a place to facility is very important in the strategic decision
making of manufacturing companies. Globalization transcends national bound-
aries, that’s why the entire world becomes an area of site selection. This of the
essence changes the nature of facility location issue. Change will be especially
important when considering criteria that influence selection decisions. A lot of
studies considered at the general dimensions of facility location and identified the
social, economic, and political criteria that affect production operations. Compli-
cation of site selection problem joint with the appearance general criteria affecting
place selection for production operations creates challenging research topics. In
this paper, we consider the problem of a hierarchical multidimensional decision
of the facility location under interval data.

Keywords: Facility location · Interval data · Interval arithmetic · Multiple
criteria decisions making

1 Introduction

The choice of location is very important process for many companies in decreasing
costs and increasing apply of resources. From a narrow perspective, the location of the
facility is where companies continue their production. In extensive sense, an enterprise
location is the most appropriate place where companies can implement basic economic
targets, logistics, production, selling functions, distributions [1]. Facility location selec-
tion is very important part of organizational strategies. The decision contains organiza-
tions seeking to place, replace or broaden their operations. The decision-making pro-
cess involves identifying, analyzing and evaluating and selecting alternatives. Therefore,
facility location problem begins with the recognition of a need for additional capacity
or change [2]. These problems have obtained more attention over the years and different
aspects, both qualitative and quantitative, have been suggested. Selection place for facil-
ity has improved theoretic knowledge [3]. Commonly, research in this area is based on
optimizing technology of facility location selection [4]. The consistency of the facility
location depends on the criteria that are determined during the first evaluation step.

Some basic affects for choosing place are infrastructure, total cost, rents, labor
costs, energy costs, taxes, transportation, closeness to raw production resources, costs
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of resources, closeness to workforce, closeness to the customers, government barri-
ers, environmental regulation, competitive advantage, host community, quality of labor,
environmental opportunities, suppliers e.g. [5]. Since the choice of location of an object
depends on different factors, solution of this problem needs a delicate decision-making
process. In the process of making the best decision, managers must simultaneously
consider and define different factors. Therefore, a lot of various methods have been pro-
posed and experienced over time to solve this problem. Some of methodologies involve
mathematical techniques, intuitive, financialmethods, simulations andmodern technolo-
gies based on hierarchy such AHP, Fuzzy AHP, TOPSIS, Fuzzy TOPSIS, Fuzzy Logic,
ANP [6, 14, 16]. Baumol and Wolfe solved the facility location problem with nonlinear
programming [3]. Another method utilized statistic functions [7].

Other methodologies that have been adopted are dynamic programming [8], multi-
variate statistics and heuristic and search procedures [9]. Someuses of the recentmethods
include Ballı and Korukoğlu [10], Liang and Wang’s works [11], employ using multi
factor decisionmethods with fuzzy computing. Chen’s study which picks optimum solu-
tion for distribution center using decision maker’s linguistic expressions is also another
example of the mixed method foregoing [12]. Kaboli et al. and Tabari et al. uses the
AHP with fuzzy computing to select facility location [13].

This paper is constituted as next. Section 2 introduces the basic definitions of interval
arithmetic for the problem. In Sect. 3, example presents applying interval arithmetic for
the facility location problem, Sect. 4 presents the main results developed in the paper.

2 Preliminaries

Definition 1. An interval is a set of data, determined as [a b] = {x|a ≤ x ≤ b}.
An interval [a b] and [c d ] are said to be equal if a = c and b = d .

Definition 2. Conjunction of two intervals

[a b] ∩ [c d ] = [max(a, c),min(b, d)] (1)

Definition 3. Disjunction of two intervals

[a b] ∪ [c d ] = [min(a, c),max(b, d)] (2)

Definition 4. Superiority of intervals

d(X ,Y )

=

⎧
⎪⎨

⎪⎩

X−Y(
X−Y

) + (X−Y )
X > Y , X > Y

1 X = Y , X > Y or X > Y , X > Y or X = Y , X = Y
1 − d(X ,Y ) other

(3)

is used for comparison and evaluating superiority of d(X ,Y ) intervals.
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3 Statement and Solution of the Problem

The proposed method applied for the choice of the facility location for manufacturing.
For the choice of the best location, three alternatives are selected: A1, A2 and A3. Four
basic criteria have been used:C1 – Infrastructure,C2 – Suppliers,C3 – Business climate,
C4 – Labor quality. The comparative weights of the factors were defined in interval
form as w1 = [0.20 0.22], w2 = [0.3 0.32], w3 = [0.18 0.20], w4 = [0.32 0.34]
respectively. Assume that a linguistic performance rating and codebook are represented
in next form.

Very low = [0 1], Low = [1 2], High = [2 3], Very high = [3 4] (Table 1).

Table 1. Linguistic performance rating.

Attribute C1 infrastructure C2 suppliers C3 business climate C4 labor quality

A1 High Very high High Low

A2 Very high Very low Low High

A3 Low High Very high High

Yi =
4∑

j=1

yj · wj

[a, b] × [c, d ] = [min(ac, ad , bc, bd),max(ac, ad , bc, bd)].

YA1 = [0.20 0.22] × [2 3] + [0.3, 0.32] × [3 4] + [0.18, 0.20] × [2 3]
+ [0.32, 0.34] × [1 2] = [0.4 0.66] + [0.9 1.28] + [0.36 0.6] + [0.32 0.68]
= [1.98 3.22 ].

YA2 = [0.20 0.22] × [3 4] + [0.3, 0.32] × [0 1] + [0.18, 0.20] × [1 2]
+ [0.32, 0.34] × [2 3] = [0.6 0.88] + [0 0.20] + [0.18 0.4] + [0.64 1.02]
= [1.42 2.5 ].

YA3 = [0.20 0.22] × [1 2] + [0.3, 0.32] × [2 3] + [0.18, 0.20] × [3 4]
+ [0.32, 0.34] × [2 3] = [0.2 0.44] + [0.6 0.96] + [0.48 0.80]
+ [0.64 1.02] = [1.92 2.84 ].

The next step ranks the overall assessments for the three locations. For this purpose,
we calculate d(X , Y ) for each alternative by using formula (3).

dA1(X ,Y ) = 0.45, dA2(X ,Y ) = 0.49, dA3(X ,Y ) = 0.53.
After these calculations we determine that best place for facility location for

manufacturing is place A3.
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4 Conclusion

In this paper is represented applying of interval arithmetic to hierarchical multicrite-
ria decision making on facility location problem. The results represent reality of the
suggested method on an optimal facility location selection by using interval arithmetic.
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Abstract. Quadrotor is an unmanned aerial vehicle, characterized by high order
nonlinear nature and high sensitivity to external disturbances. The control of these
vehicles is very challenging. This paper proposes a fuzzy gain scheduling con-
trol system for a quadrotor. A brief description of the unmanned aerial vehicle
(UAV) system, its kinematics and dynamic equations are given. Dynamic equa-
tions are derived using Newton low. The fuzzy rules were developed to determine
the parameters of the fuzzy PID controller. The structure of the fuzzy gain schedul-
ing control system is proposed.The control structure andpresentedgain scheduling
fuzzy controller were used for control of attitude and altitude of the quadrotor.
The design algorithms of the fuzzy controller were presented. The fuzzy control
algorithm is applied for control altitude, pitch, roll, yaw angles of a quadrotor.
The results obtained from the simulations demonstrate the efficiency of using the
fuzzy gain scheduling controller in real-time control of the quadrotor.

Keywords: Quadrotor · Fuzzy controller · Gain scheduling · Fuzzy rules ·
Control system

1 Introduction

Quadrotor unmanned aerial vehicle (UAV) can also be called helicopter has four rotors.
These rotors are designed in a cross configuration and joined to propellers to provide
movement of the quadrotor. The roll, pitch, yaw angles and up-thrust action are employed
for control of the quadrotor. The quadrotor is used in civil and military applications. In
civil applications, it is used for aerial photography of mapping, traffic monitoring, an
inspection of power lines, analysis of atmosphere, detection and control of fire, rescue
operations, crop monitoring, monitoring of natural disasters.

The control of the quadrotor is carried out using variations inmotor speeds. However,
the control of the quadrotor is not easy because of the combined underactuated design
configuration, combined dynamics and unstable nature [1, 2]. The quadrotor is very
sensitive to external disturbances. The dynamics of the quadrotor are highly nonlinear
and complex, it has encountered several uncertainties during mission [3, 4]. For this
purpose, the design of the control system of a quadrotor is a challenging task.
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Quadrotor control includes navigation, obstacle avoidance and optimal path tracking
which makes it more challenging. Several algorithms were developed for the quadro-
tor’s control. In [4, 5] the authors used a PID controller for control of attitude, also,
for regulation of the position of quadrotor. Because of the high order nonlinearity, the
application of PID controller to the control of the quadrotor limits its performances. The
paper [6] considering the variation of the aerodynamical coefficients describes the Inte-
gral Backstepping control for full control of the quadrotor. In [7] LRQ path following
controller was used for collision-free operations of the quadrotor. The paper [8] used
backstepping control for quadrotor control.

Adaptive control algorithms were applied to improve the control system perfor-
mance. [9] used an adaptive control with feedback linearization for quadrotors. In [10]
robust and the L1 - the optimal algorithm was used for tracking control of attitude and
heading. The paper [11] compared the performances of feedback linearization and adap-
tive sliding mode control approaches. In [12] fuzzy controller is developed and used to
control the orientation and position of the quadrotor. In [13] output feedback controller
was developed using neural networks (NN) and used for control of UAV having six
degrees of freedom. [14] used NN for control of quadrotor in the presence of sinusoidal
disturbance. The paper [15] presented the development of a hybrid fuzzy control system
using the backstepping and sliding mode approach for the quadrotor.

The analysis of previous researches demonstrates that the quadrotor has high order
nonlinear dynamic structure and is characterized by uncertainty in terms of parameters
and outside disturbances. One of the efficient approaches for these quadrotors UAV is
the usage of a gain scheduling fuzzy system for their effective control. In this paper, a
gain scheduling fuzzy system is proposed for the control of the quadrotor.

2 Problem Description

Quadrotor has four rotors driven by corresponding motors, as shown in Fig. 1(a), that
are mounted in orthogonal directions. The motors by rotation propellers produce pow-
ers F1, F2, F3, F4. The front and the rear rotors that are numbered as 1 and 3 turn
counterclockwise, but the left and right rotors - 2 and 4 turn clockwise (see Fig. 1(b)).

By controlling the pitch θ, yaw ψ and roll φ angles the quadrotor track the desired
position. Each rotor rotates at equal angular velocities. By selecting the velocities of
the forward and backward propellers the pitch angle, by selecting the velocities of left
and right propellers the roll angle is controlled. The velocities differences between
the two pairs of forward-backward and left-right propellers allow selecting positive or
negative yaw angle values. In quadrotor control, the basic problem is the control of
rotors’ velocities that will control the position and speed of the controller.

Kinematics: Quadrotor kinematics is presented by two coordinate systems. These are
the earth fixed (global) frame described by E= {x, y, z} and the body-fixed (local) frame
described by B= {xb, yb, zb}. These are coordinates of the quadrotor in global and local
coordinate systems. The coordinate systems are presented in Fig. 1(b). Here O is the
center of the mass point. There are relations between the local and global coordinates of
the quadrotor. The relation is presented by the following rotation matrix [4].
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Fig. 1. Configuration of quadrotor. (a) Quadrotor, (b) structure

R =
∣
∣
∣
∣
∣
∣

cos ψ cos θ cos ψ sin θ sinφ − cos φ sinψ cos φ cos ψ sin θ + sin φ sinψ

cos θ sinφ cos φ cos ψ + sinφ sin ψ sin θ cos φ sin ψ sin θ − cos ψ sin φ

−sin θ cos θ sin φ cosφ cos θ

∣
∣
∣
∣
∣
∣

(1)

where θ, ψ and φ are pitch, yaw and roll angles respectively.

Dynamics: Quadrotor’s dynamic model is obtained using the Newton-Euler approach.
The values input forces will be formulated as:

ẍ = (cosψ sin θ cosφ + sinφ sinψ)U1
m ; ÿ = (sinψ sin θ cosφ − sinφ cosψ)U1

m

z̈ = −g + (cos θ cosφ)U1
m ; φ̈ = (Iy−Iz)

Ix
θ̇ψ̇ + Jr

Ix
θ̇� + l

Ix
U2

θ̈ = (Iz−Ix)
Iy

φ̇ψ̇ − Jr
Iy

φ̇� + l
Iy
U3; ψ̈ = (Ix−Iy)

Iz
θ̇φ̇ + l

Iz
U4

(2)

where φ, θ, ψ are roll, pitch and yaw angles, Jr is the inertia of the rotor; � is the
rotor angular velocity, Ix, Iy, Iz are the mass moment of inertia in the x, y and z axes
respectively; l is the length of the rotor arm from the origin; U1, U2, U3 and U4 are the
input signals of the four rotors defined as

U1 = b
(

�2
1 + �2

2 + �2
3 + �2

4

)

; U2 = b
(

−�2
2 + �2

4

)

U3 = b
(

�2
1 − �2

3

)

; U4 = d
(

−�2
1 + �2

2 − �2
3 + �2

4

)

(3)

where b and d are trust and drug coefficients respectively, Ω i is the angular velocity of
the i-th rotor (i = 1,.., 4) [4].

The quadrotor has four inputs and six outputs (x, y, z, φ, θ,ψ) as shown in a dynamic
model of (2). More details can be found in [4].
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3 Fuzzy Control of Quadrotor

In the paper, we are proposing a fuzzy gain scheduling PID controller for control of
altitude and attitude of the quadrotor. As we know the PID controller is widely used in
industries for the control of linear dynamic plants. The values of coefficients of the PID
controller are selected according to the plant models. When the plant is characterized by
nonlinear dynamics, uncertainties of external disturbances, then the used classical con-
trollers does not adequately describe the considered problems. In a very large operation
time interval, the effective control of plants become very important. For effective con-
trol of such dynamic plants, the determination of the corresponding values of controller
coefficients become very important. In such cases, one of the approaches is manipulating
the values of the controller’s coefficients for producing an acceptable time response of
the control system. Finding near-optimal values of the controller need to be considered
[16–21]. The structure of the proposed fuzzy control system that uses a fuzzy ruler for
producing the fuzzy values of the coefficients of the controller are given in Fig. 2. In
this figure, according to the values of error and change of error the coefficients of the
controller are determined. The association between the error and change-in-error and
fuzzy controller’s coefficients are given in tables. The associations between the error and
change-in-error and proportional coefficient Kp, differential coefficient Kd and the inte-
gral coefficient Ki are presented in Table 1, Table 2 and Table 3 correspondingly. Here
PB-positive big, PM-positive medium, PS-positive small, Z-zero, NS-negative small,
NM-negative medium, NB-negative big, S-small, M-medium, B-big. These Associa-
tions are represented using If-Then rules. The linguistic values of input variables and
controller coefficients are represented by the triangular membership functions.

Fig. 2. Structure of fuzzy gain scheduling control system

In the paper, max-min composition is applied for finding the values of the Kp, Kd
and Ki coefficients. The design of fuzzy controllers are carried out for control of altitude
Z, for control of θ pitch angle, for - φ roll angle and for - ψ yaw angle. Online mode for
each controlled variable the values of parameters of controllers are determined. After,
all the determined values of K = {Kp, Kd, Ki} parameters of the fuzzy controller are
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Table 1. Rules for proportional coefficients

Kp’ Change in error (e’)

NB NM NS Z PS PM PB

Error (e) NB B B B B B B B

NM S M B B B M S

NS S S M B M S S

Z S S S M S S S

PS S S M B M S S

PM S M B B B M S

PB B B B B B B B

Table 2. Rules for differential coeffi-
cients

Kd’ Change in error (e’)

NB NM NS Z PS PM PB

Error
(e)

NB S S S S S S S

NM B M S S S M B

NS B B M S M B B

Z B B B M B B B

PS B B M S M B B

PM B M S S S M B

PB S S S S S S S

scaled using maximum and minimum values of the parameters for the given plant as
K = Kmin+ (Kmax − Kmin) ∗K . The scaled values of parameters are used for control
of the Z altitude, θ pitch angle, φ roll angle and ψ yaw angle.

Table 3. Rules for integral coefficients

Ki’ Change in error (e’)

NB NM NS Z PS PM PB

Error (e) NB B B B B B B B

NM S M B B B M S

NS S S M B M S S

Z S S S M S S S

PS S S M B M S S

PM S M B B B M S

PB B B B B B B B

4 Simulations

The quadrotor and its control system are developed in our research laboratory. The
constructed quadrotor is presented in Fig. 1(a). At first, before the implementation of the
control system, we have tested the fuzzy controllers that are designed in Sect. 3 using a
Matlab program. For the control purpose, we used dynamic equations of the quadrotor
presented in Sect. 2. The simulation of the proposed control system is accomplished
using the following parameters: Mass m = 0.38 kg, half-length l = 0.17 m, thrust
coefficient b = 3.13 * 10–5, drag coefficient d = 1.1 * 10–6, moment of inertia of rotor
Jtp= 0.00006 kg.m2, moment of inertia on z-axis Iz= 0.0172 kg.m2, moment of inertia
on x-axis Ix = 0.0086 kg.m2, moment of inertia on y-axis Iy = 0.0086 kg.m2.
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We have done simulations of altitude and attitude control of the quadrotor. The sim-
ulation results have been obtained for different values of reference signals G, where
G = (Z, φ, θ, ψ). Starting points are taken as (0, 0, 0, 0), next we have changed ref-
erence signals as (3;0.3;0.3;0.3) then (5;0.5;0.5;0.5), (3;0.3;0.3;0.3), (5;0.5;0.5;0.5). In
the simulation, the unit of altitude is meter, the unit of roll, yow and pitch angles are
radian. By controlling these angles the position of a quadrotor is controlled. Their values
are important for keeping a stable position. To measure the performance of the designed
control systemwe used root mean square error (RMSE). Figure 3 presents the plot of the
time response characteristic of altitude obtained using the fuzzy control system. Figure 4
presents error plots obtained for (a) altitude Z, (b) roll angle φ, (c) pitch angle θ and (d)
yow angle ψ. The performance of the control system is evaluated using RMSE values
of response characteristics. Table 4 depicts RMSE values of the control system obtained
from the simulation. The performance of the gain scheduling fuzzy control system is
compared with the performance of the PID control system. Obtained results indicate the
advantage of a proposed control system.

(a)                                                         (b) 

(c)                                                      (d) 

Fig. 3. Response characteristics: (a) altitude Z, (b) roll angle φ, (c) pitch angle θ and (d) yow
angle ψ



Fuzzy Gain Scheduling Controller for Quadrotor 381

(a)                                                                    (b)

 (c)                                                             (d) 

Fig. 4. Error plot for (a) altitude Z, (b) roll angle φ, (c) pitch angle θ and (d) yow angle ψ.

Table 4. Performance characteristics

Type of controller Altitude (Z) Roll angle φ, Pitch angle θ Yow angle ψ

SSE RMSE SSE RMSE SSE RMSE SSE RMSE

PID control 64.384 0.1795 13.268 0.0815 14.08 0.08393 8.294 0.0644

Fuzzy control with gain
scheduler

53.189 0.163 11.847 0.0769 11.69 0.0764 7.42 0.0609

5 Conclusions

Fuzzy control of quadrotor altitude and attitude is proposed using a fuzzy ruler of gains.
The kinematics and dynamic models of the quadrotor are presented. The structure and
design stages of the gain scheduling fuzzy control system are presented. Fuzzy rule bases
were developed for determining the coefficients of the controller. The designed fuzzy
controller is used for control of altitude, pitch, roll and yow angles. The performance
characteristics of designed control systems have been obtained through simulations.
Comparative results are provided in order to evaluate the efficiency of the proposed
control system. The obtained results indicate the efficiency of constructed gain schedul-
ing fuzzy controller. The designed fuzzy controllers have been implemented on real
quadrotors and provided satisfactory results.
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Abstract. The light reflectance value (LRV) of colors is one of the important
factors in lighting calculations. Thus, in order to illuminate any space, architects,
designers, and engineers first make lighting calculations in accordance with the
requirements of that space. In light calculations, the light reflectance factor is
taken from a standard table. In the standard tables, the light reflection coefficient
of the colors is given between 0–100. Here 0-full black color 100-full white color,
other color types must correspond to one of these ranges. Due to a large number of
color types, it is not possible to obtain optimal results with the values given in the
standard table in lighting calculations. For example, in any room, the colors of the
ceiling, walls, and floor should be “very light”, “very very light”, “dark”, “very
dark”, “very very dark”, “a little light”., “a little dark”, “really dark”, “really
light”, “not too dark”, “not too light” and so on can be noted. As can be seen,
these language variables cannot be applied to classical mathematical calculations.
Therefore, the fuzzy logic method is the best solution to such problems. Thus, the
theory of fuzzy logic was applied to the optimal solution of the light reflection
factor of the ceiling, wall, and floor in lighting issues, which allows using the
knowledge and experience of designers as the main goal in this work.

Keywords: Fuzzy logic · Light reflectance value · LRV · Design · Matlab

1 Introduction

The role of light in everyday life can hardly be overestimated because without lighting
the comfort of our home will be greatly reduced. Light has an impact not only on the
safety of our movement around the apartment but also on health indicators. If the room is
not illuminated by an insufficient number of lamps, then the following health problems
may arise [1]:
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• significant drop in visual acuity. In the worst case, you may need glasses and
consultation with an ophthalmologist;

• decrease in the general health of households;
• the appearance of excessive irritability;
• a drop in immunity and an increase in the incidence of colds;

Note! Incorrect lighting of the room affects the health of children especially
negatively.

• decrease in work productivity;
• sleep disturbance;
• decrease in the emotional background of household members.

As you can see, for each room it is necessary to calculate the required number of
bulbs, with the help of which sufficient room lighting will be created.

As we found out, the lighting in the house plays a huge role. Lamps should give as
much light as needed for a particular room [2].

In an apartment or a private house, each room has its own purpose and features
of operation (kitchen, bedroom, living room, corridor, etc.). Particular attention in this
matter must be paid to the children’s room since for children even a slight deviation of
the luminous flux from the norm can lead to a negative effect on the body. Each room
should have its own indicator of the number of bulbs and fixtures [3].

Calculate the number of lamps that you need for a particular room should be done
using special formulas. Ideally, illumination should be taken into account even at the
design stage of buildings and rooms. With proper planning, lamps will provide enough
light for a person to stay comfortably in a particular room. [3].

In the lighting calculations, the number of luminaires to be used, their power, and
the total lighting power are revealed as a result of the lighting calculation made accord-
ing to the minimum illuminance level. The following mathematical calculations are
traditionally used in lighting calculations (Fig. 1) [4].

As can be seen from the formulas given in Fig. 1, several factors are used in lighting
calculations. One of these factors is the light reflectance factor. The light reflectance
factor of the colors is given in Table 1 as standard.

As can be seen from Table 1, the light reflectance coefficient of the colors is given
between 0–100. Here, 0-full black, 100-white, and other shades of color must match one
of these ranges. Due to a large number of types of one color, it is not possible to achieve
optimal results with the values given in the table in lighting calculations. For example,
“very light”, “very very light”, “dark”, “very dark”, “very very dark”, “a little light”, “a
little dark”, “really dark”, “really light”, “often” It is not possible to apply the linguistic
variables mentioned in “classical” to classical mathematical calculations. Therefore, the
fuzzy logic method is the optimal solution in solving such problems.
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Fig. 1. Lighting account by traditional method [5].

Table 1. Light reflectance values of colors [6].

Colors LRV

Dark colors 0–30%

Medium colors 30–70%

Light colors 70–100%

The following example illustrates themultiplicity of colors. Formally it can bewritten
as follows:

B = {set of dark colors}
Given that the dark color starts at 0, the lower limit of this set must be 0. It is a bit

difficult to set the upper limit. First, let’s take the upper limit as 30. Thus, the boundaries
of B are a smooth interval A = [0.30]. The question arises: if we increase 30 by 1, that
is, if we make 31, how dark is it? Apparently, this problem persists no matter how much
the upper limit increases [7].

The simplest way to create a set B is to weaken the critical boundary values of “dark”
and “non-dark”. Use more flexible judgments such as “Yes, it’s dark enough” or “No,
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it’s not too dark” without using the obvious “Yes, it’s in the dark” or “No, it’s not in the
dark.” Let’s create a set B.

Let’s define the phrase “not so dark” with the help of a fuzzy plural. In the example
above, we rated all elements of the set as 0 or 1 in terms of affiliation. The simplest
way to continue this idea is to evaluate affiliation with values between 0 and 1. More
precisely, an infinite number of values between 0 or 1 can be used in the interval I = [0,
1] [8, 9].

In thisway, the interpretation of all the elements of the set becomesmore complicated.
Thus, the value 1 corresponds to an element that is unambiguously included in set B,
and 0 indicates that the element is not included in the set. Other values determine the
degree of belonging to set B [10].

2 Practical Application of Fuzzy Logic

Fuzzy logic is one of the most flexible modeling methods studied in recent years. In
classical logic, something is either all black or completely white. According to fuzzy
logic, something can be black and part white. In his concept of fuzzy logic, Zadeh defined
certain value ranges with verbal expressions that are closer to human thought, instead
of Aristotle’s classical plural logic, which combines two definite and distinct states that
exist and does not exist, such as 1 or 0 [11–17].

Classical logic:

• Is the room light in color? NO/YES
• Is the room dark in color? NO/YES.

Fuzzy logic:

• To some extent Yes (Fig. 2).

X ==> color factor
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Fig. 2. Linguistic variables of color.
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Now let’s define linguistic variables in the following abbreviated form.
Dark-D, Light-L, Very Dark-VD, Very Very Dark-VVD, A Little Light-LL, A Little,

Dark-LD,NotVeryLight-NVL,NotTooDark-NTD,ReallyDark-RD,Really, Light-RL.
Definition of concepts.

µD(x) =
⎧
⎨

⎩

1,
70−x
35 ,
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342 production rules with 3 inputs and 1 output were developed in the MATLAB
program to automate the calculations performed in formula 1 by the Sugeno method.
Input parameter Color factor -» “Very Very Dark” -VVD, “Very Dark” -VD, Dark-
D, “Average” -A, “Light” -L, “Very Light” -VL, Very Very Light-VVL, Output The
parameter is unique: Value (Fig. 3, Fig. 4).
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Fig. 3. Belonging functions of the ceiling linguistic variable.

Fig. 4. Description of the rules of logical derivation.



390 T. Abdullayev et al.

Fluent values can be obtained by incorporating the light reflectance value of the
ceiling, wall, and floor, determined by the designers based on their knowledge and
experience, into the model we obtained (Table 2).

Table 2. Results obtained for the application of the logical derivation module.

Ceiling (%) Wall (%) Floor (%) Output value (%)

62 50 28 41.2

30.7 50 50 18.6

36.7 69.3 78.9 57.1

78.9 75.3 35.5 55.2

84.9 64.5 28.3 50

91 82.5 54.8 65.4

80.1 86.1 78.9 90

24.7 65.7 23.5 11

53.6 47.6 18.7 16.6

66.9 42.8 45.2 39

3 Conclusion

As a result of the study of the literature, it was found that the application of existing
formulas in lighting calculations does not allow obtaining the expected results. Thus,
light reflection factors are based on predetermined accurate interval values. However,
the transition between these intervals is not considered.

In the lighting process, the knowledge, experience, and intuition of specialists (archi-
tects, designers, engineers) are often widely used, as well as the wishes and desires of
customers. This in itself often reduces the effectiveness of analytical methods in solv-
ing the lighting problem. Because analytical methods do not allow the use of human
knowledge and experience. On the other hand, some of the parameters involved in the
lighting process are verbal. Therefore, they cannot be used in mathematical methods,
and the lighting process is influenced by factors that cannot be accurately measured.
From this point of view, the application of the theory of fuzzy sets to the solution of
lighting problems, which allows using the knowledge and experience of designers as the
main goal in this work, has been implemented algorithmically and programmatically.
The analysis of other factors in lighting issues is also relevant as future work.

References

1. Villalba, A., Monteoliva, J.M., Pattini, A.: Development of a simplified light reflectance value
assessment tool for indoor surface coverings. Indoor Built Environ. 30, 970–984 (2020).
https://doi.org/10.1177/1420326X20925138

https://doi.org/10.1177/1420326X20925138


Application of Fuzzy Logic Model for Optimal Solution of Light Reflection Value 391

2. Shapiro, I.M.: Lighting reflectances. In: Energy Audits and Improvements for Commercial
Buildings (April 2016). https://doi.org/10.1002/9781119174851.app8

3. Grzesiak, W., Solnica, D.: Intelligent lighting systems with a very high value of color render-
ing index. Przeglad Elektrotechniczny 94(8), 9–12 (2018). https://doi.org/10.15199/48.2018.
08.03

4. Yoo, S., Javanainen, J.: Light reflection and transmission in planar lattices of cold atoms. Opt.
Express 28(7), 9764–9776 (2020). https://doi.org/10.1364/OE.389570

5. http://epokulu.com/aydinlatma-hesabi/
6. https://thelandofcolor.com/lrv-light-reflectance-value-of-paint-colors/
7. Imamguluyev, R.A.: Determination of correct lighting based on fuzzy logic model to reduce

electricity in theworkplace. In:Conference: InternationalConference onEurasianEconomies,
Baku, Azerbaijan (September 2020). https://doi.org/10.36880/C12.02456

8. Imamguluyev, R.A.: Optimal solution of indoor lighting system based on fuzzy logic. In:
Conference: 2nd International Baku Conference on Scientific Research, Baku, Azerbaijan
(May 2021)

9. Valiyev, A., Imamguluyev, R., Ilkin, G.: Application of fuzzy logic model for daylight eval-
uation in computer aided interior design areas. In: Aliev, R.A., Kacprzyk, J., Pedrycz, W.,
Jamshidi,M., Babanli,M., Sadikoglu, F.M. (eds.) ICAFS2020.AISC, vol. 1306, pp. 715–722.
Springer, Cham (2021). https://doi.org/10.1007/978-3-030-64058-3_89

10. Imamguluyev, R., Suleymanli, T., Umarova, N.: Evaluation of the effectiveness of integration
processes in production enterprises based on the fuzzy logicmodel. In: Aliev, R.A., Kacprzyk,
J., Pedrycz, W., Jamshidi, M., Babanli, M., Sadikoglu, F.M. (eds.) ICAFS 2020. AISC, vol.
1306, pp. 133–139. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-64058-3_17

11. Imamguluyev, R.: Application of fuzzy logic model for correct lighting in computer aided
interior design areas. In: Kahraman, C., Cevik Onar, S., Oztaysi, B., Sari, I.U., Cebi, S., Tolga,
A.C. (eds.) INFUS 2020. AISC, vol. 1197, pp. 1644–1651. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-51156-2_192

12. Aliev, R., Tserkovny, A.: Fuzzy logic for incidence geometry. In: Kosheleva, O., Shary, S.P.,
Xiang, G., Zapatrin, R. (eds.) Beyond Traditional Probabilistic Data Processing Techniques:
Interval, Fuzzy etc. Methods and Their Applications. SCI, vol. 835, pp. 49–85. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-31041-7_4

13. Zadeh, L.A., Aliev, R.: Fuzzy Logic Theory and Applications: Part I and Part II, p. 61
(December 2018). https://doi.org/10.1142/10936

14. Zadeh, L.A.: Toward a theory of fuzzy information granulation and its centrality in human
reasoning and fuzzy logic. Fuzzy Sets Syst. 90, 111–127 (1997)

15. Aliev, R., Gardashova, L., Huseynov, O.: Z-numbers-based expected utility. In: Proceedings
of Tenth International Conference on Application of Fuzzy Systems and Soft Computing,
Lisbon, pp. 49–61 (2012)

16. Aliev, R.A., Huseynov, O.H., Aliyev, R.R., Alizadeh, A.V.: The Arithmetic o-Numbers:
Theory and Applications. World Scientific, Singapore (2015)

17. Aliyev, R.R.: Construction of consistent z-preferences in decisionmaking for a foreignmarket
selection. In: Aliev, R.A., Kacprzyk, J., Pedrycz, W., Jamshidi, M., Babanli, M., Sadikoglu,
F.M. (eds.) ICAFS 2020. AISC, vol. 1306, pp. 30–37. Springer, Cham (2021). https://doi.org/
10.1007/978-3-030-64058-3_4

https://doi.org/10.1002/9781119174851.app8
https://doi.org/10.15199/48.2018.08.03
https://doi.org/10.1364/OE.389570
http://epokulu.com/aydinlatma-hesabi/
https://thelandofcolor.com/lrv-light-reflectance-value-of-paint-colors/
https://doi.org/10.36880/C12.02456
https://doi.org/10.1007/978-3-030-64058-3_89
https://doi.org/10.1007/978-3-030-64058-3_17
https://doi.org/10.1007/978-3-030-51156-2_192
https://doi.org/10.1007/978-3-030-31041-7_4
https://doi.org/10.1142/10936
https://doi.org/10.1007/978-3-030-64058-3_4


Fuzzy-Multiple Model of Adjustment
of the “Smart House” Mobile Application Under

the User Level

Ansari Mustafa1 , Alexander N. Kuzminov1(B) , Michael B. Stryukov1 ,
and Oleg A. Ternovsky2

1 Rostov State University of Economics, Rostov-on-Don, Russian Federation
2 Platov South-Russian State Polytechnic University (NPI), Novocherkassk, Russian Federation

Abstract. The methodological foundations for adapting the Smart Home appli-
cation to the user level have been developed for its most efficient operation and
optimization of learning to work with the system. We propose to use three lev-
els of mastering a custom mobile application: Beginner, Basic, Classic. At each
level, we use our own sequence of work with the system, permissible actions and
opportunities for working with the Smart Home, as well as training moments in
work. It is assumed that training in working with the system is organized in such
a way that the user can eventually move from one level to another. To recognize
the level of the user, a system of productive rules, fuzzy inferences, based on the
inference of Mamdani, was used. The creation of productive rules is based on the
statistics of the user’s daily actions when working with the Smart Home system.

Keywords: Smart Home mobile application · Fuzzy sets · Productive rules ·
Fuzzy-multiple model · User level

1 Introduction

Currently, one of the most Smart Homes means a system that controls electrical loads,
lighting, security, climate control, media devices. The main advantage of the “Smart
Home” system is that it simplifies the daily life of a person and increases the comfort
of living. One notable example is that lights throughout the house can be turned off
thanks to the voice assistant, without touching the switch. Almost limitless options for
possible scenarios will allow you to put the home on the alarm, thereby de-energize all
the sockets, leaving only a couple of necessary ones, turn on the music, turn off the
gas supply, close the curtains, regulate the temperature and leave it with a calm sense
of security. The basic principles of forming the Smart Home system are considered
in a wide range of articles. So, in [1], the main aspects of the reliability of the “smart
home” system are considered: the presence in the building of a unified control system for
all engineering systems; availability of computing power sufficient for decision-making;
elimination of allmaintenance personnel of the building and transfer of control functions,
decision-making and execution of actions to the “intelligent center” and its subsystems;
the ability to instantly turn off computer control of a smart home and transfer control
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functions to a person; own automation, ensuring their safe operation when the central
control is turned off; the system must be configured for expansion. In [2], an algorithm
for optimizing information exchange processes in security and monitoring systems of an
automated control system, based on the use of a closed exponential model of a queuing
network and characterized by the ability to operate with fuzzy sets, is considered. Article
[3] gives the concept of a smart home, which means a system that controls electrical
loads, lighting, security, climate control, media devices. Almost unlimited options for
possible scenarios will allow you to set the apartment on an alarm, turn off all the sockets,
leaving only a couple of necessary ones, turn on music, etc. Smart home scenarios are
pre-programmed behavior of the smart home system for a particular event. An event
can be a specific keystroke, a command from a control panel or a computer, a timer
triggering and a scheduled operation. However, the most promising and complex is
the automatic way of managing scenarios for various events. In work [4], methods
of constructing and managing an intelligent house are considered. It also describes the
increase in comfort, thanks to the technology “SmartHome”. The following functions are
affected: optimization of lighting, heating, protection and control of the house remotely,
using mobile devices and special key fobs.

The article [5] is devoted to the creation of an integrated application solution for
smart home control based on Arduino. A list of tasks for automation, a conceptual
architecture of such a solution for implementation on a mobile platform is proposed.
The solution of several problems is shown on a practical example. At the same time,
one of the main tasks of research work in this direction is the development of intelligent
applications that optimize the user’s work with the Smart Home system. In particular,
one of the most important tasks is the creation of intelligent applications focused on a
specific user, his level of knowledge of computer technology and preferences, as well
as allowing training the user in the process. The author’s approach to the integration of
methods and technical systems (cenoses) is described in detail in [6].

Our article is aimed at developing a methodological basis for solving this problem.

2 Methods and Materials: The Proposed System of User Levels
and Its Implementation by the “Smart Home” System

It is proposed to introduce the following types of users into consideration: 1) Beginner
(for example: children); 2) Basic, classic (a person who understands technology and how
to use it, but does not know the meanings); 3) Advanced, experienced (a person who
understands equipment and is technically savvy). Description of user types is performed
with examples. Purpose: The user needs to set up a smart split and automate it so that
it works from 17:00 to 19:00 in order to cool the apartment by the arrival of the owner
in the summer.

Note: The user just bought a split and never used it, and never entered the “smart home”
application.

Elementary. Upon entering the application, the user is asked to pass a test that deter-
mines the level of his knowledge of the “Smart Home” system, as well as the level of his
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smartphone skills in general. Let’s assume that the test determines that the user is of the
“initial type”. In addition, the user is invited to pass the Bartle test, designed to deter-
mine his psychotype as a gamer, which will be used further to select the most preferred
interface, considering psychological characteristics, as well as learning based on gami-
fication (the theory of serious games). After passing the proposed tests, the entry-level
user sees the following interface, similar to the interfaces of ticket vending machines
in banks or hospitals. The specified interface contains all possible actions that the user
can perform at this stage. This is done intentionally so as not to overload the user with
redundant information and give him the opportunity to figure it out on his own. In addi-
tion, a button for connecting “smart devices” to a “smart home” appears on the screen.
Pressing this button leads to the appearance of new buttons in the interface; the arrows
indicate the buttons that must be pressed in order, for example, to connect a split. After
connecting the split, all possible functions and actions with this split will be displayed,
and its main functionality will be displayed on the main screen (enable/disable). Next
to the main tips, a hint “how to use the advanced settings of a smart split” will appear.
The performance of the recommended actions is accompanied by the appearance of a
message (achievement), notifying the user of his initial achievement. When you press
the button in the form of an arrow, a full-fledged split settings menu is displayed, where
it can be adjusted.

A similar picture is observedwhenworkingwith other smart devices of a smart home.
An n-number of devices can be connected to the Smart Home application, and they can
be repeated. Having dealt with the on/off buttons and split temperature adjustment, the
user wants to automate this, but does not yet know how to do it. The hint on the home
screen will help him by demonstrating how to set the on/off timer for a specific time.
Thanks to the implementation of the listed actions, the goal is realized - to show the
initial user how the smart home system works and teach him the basics of working with
the application. After that, the user can go to the knowledge section and continue his
training in using the Smart Home application, which will eventually lead to the transition
to the next level.

Base. Suppose the initial test identifies the user as a “baseline”. After passing the test,
he is greeted by an interface with standard application functionality and a search system.
All buttons are already unlocked, and for questions or documentation, the user can refer
to the “knowledge” section. To connect to the split, the user is invited to use an intuitive
design and an icon for connecting smart devices. Using the knowledge and skills he
already has in working with computer equipment, the user will connect the split using
Wi-Fi or Bluetooth technologies (depending on the device) and configure it. In our
example, a split appears, so the user will connect the split and figure out how to adjust
the temperature on his own. However, he may wonder how to automate the split before
his return home? He can find the answer in the “knowledge” section, or by using the
search bar inside the application, where there are typical examples. After that, the user
will have the opportunity to adjust the settings according to their needs. The user training
does not end there: he has options for saving energy. That is, if at the appointed time, for
example, at 19:00, the user does not come home from work, the split will stop working
and the house will heat up again, and the user will have to turn on the split again. The
user, at his discretion, can visit the knowledge base and learn new functions, as well as
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their meaning, in order to switch to the “advanced type”. It is essential that the system
periodically, with a given frequency, will remind the user what can be improved in his
actions.

Advanced. The interface for the “Advanced user” does not differ in functionality from
the basic one, but with one caveat. The user can already use the entire system and
knows where the desired button is or will be. He is not afraid of the situation when he
cannot find the necessary lever, since he knows where to look or learn this information.
The advanced type of user does not require intensive training. But even in this case,
training is present, since, for example, the user may know how to automate the split
when entering the application for the first time. In addition, a human factor is required:
for example, the user can forget that open windows and the enabled split contradict
each other, and the system will remind him of this. Further, the main role includes the
Achievements, Communication and Information system, which help the user not only
master the management system, but also accumulate points and bonuses, participate
in leaderboards, communicate (advise others and receive advice himself) in chats, as
well as take part in contests and group games. It should be noted some more common
features characteristic of the interface of different levels. The general level system shows
the obvious reasons for the compatibility or incompatibility of the equipment (open
windows and split on, closed doors and appliances in the house, morning 12:00 and the
lights are on, etc.)

For advanced users (experienced), allows on/off system of prompts, describes
unloading from statistics for a month/week/day. Suggests possible ways of saving.

For basic users (classic), the system cautiously talks about new features (so as not to
get bored) and about the values obtained, trying not to scare off the user (it is disabled
in the settings if the basic user does not want to develop to an advanced one).

For beginners, the system guides the user, showing and, if desired, telling how to
use the application. At the same time, it hides all redundant functions, buttons, etc. and
opens them as needed, in the process of learning from an intuitive interface.

User Level Test. All questions in this work are ordered in ascending order of answers,
since it is easier for a person to perceive information, in the final version they will be
scattered randomly so that there is no realization that the 4th answer is for an advanced
user, and the first is for a beginner. Speaking about the test (see Appendix 1), it should
be noted that it was not fully developed and this test does not have a final version, since
many formulations are incorrect and will need to be corrected as testing progresses.

To move the user to the next level, a test will be given again to check his level of
knowledge during the time that he was at his level, as well as there will be an interactive
game where the user will be in the virtual “smart home” application, that is, from his
clicks, change or nothing will happen, and to complete the transition to the next level,
he will need to indicate where the desired button is located and click on it, which he
learned during the moment he was at the level.

Achievement System. The system is intended for people who are happy that they have
been awarded for this or that activity and also for those whowant to explore the full func-
tionality of the application, thereby being able to show their friends their achievements
and how they figured out the application.
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The achievement system is structured as follows. A person should be encouraged
every time he has done something new for himself and the achievement should end by
demonstrating all the possibilities of the application.

Examples. On/off light for the first time. Connect a smart vacuum cleaner. Open the
directory. Share a report on the energy savings with your friends. Get 1000 views per
thread. Save electricity more than last month.

Points are awarded for each action.

Family Access. Since in the modern world smartphones are an integral part of our life
and not only an adult, but even children have it, a family access system was invented,
where the child is given the opportunity to control certain smart devices, that is, to use
only those devices that were provided to him adult. In addition, just as there can be
not only one adult in a family, but also several, the main one can share the configured
systemwith another user of the application. Having general access to all the functionality
with his own profile and his own training system, an additional user can also control all
devices.

Guest Mode: Provides functionality to allowed components, so that guests can control
certain devices, for example, if they are staying overnight and need to adjust something.

Rating System. Included in the system of achievements, shows how many percent
of users have achieved the same result. On the social tab there is functionality and a
description of the user himself, including his achievements, on the same tab a leaderboard
is displayed, which depends on the formula Ai * E/100, where A is the number of
achievements, E is the electricity saved for the period.

The “socialization” tab includes some aspects, like a kind of forum on various
topics, where users can create threads to demonstrate how you can make everyday life
at home easier and share their results. There will be a section on the negative system so
that you can update the search for various devices and connections in the house and the
most cuddled ones never remain in the top, thereby the system guarantees an endless
feed and support for new publications from the community. This system will work in the
order of dislikes, where 0 dislikes will be shown at the very top, and the more negative
likes, the lower the article, this will help make the feed universal. In order not to lose
the best developments, there will be a section for the best in time (month/year/day),
where the outdated system will be located, which will contain the best work. This social
mechanism is designed to keep the audience inside the application and provide them
with all sorts of options for communicating with each other on this topic.

3 Fuzzy-Multiple Model for Determining the Level of the User

We will introduce a system of designating user levels of ownership of the Smart Home
mobile application: U1 - Beginner; U2 - Basic (classic); U3 - Advanced (experienced).

To assess the knowledge, skills and abilities available to the user, a fuzzy-multiple
variable X is introduced – “LEVEL OF PROFESSION OF THE APPLICATION
SMART HOUSE”. It is proposed to introduce a system of fuzzy rules:
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Rule 1: If X = X1 (“The level of mastery of the Smart Home system is low”), then Y
= Y1 (“User’s level is initial”);

Rule 2: If X = X2 (“The level of mastery of the Smart Home system is average”),
then Y = Y1 (“User’s level is basic (classic”);

Rule 3: If X = X3 (“The level of mastery of the Smart Home system is high”), then
Y = Y3 (“The level of the user is advanced (experienced)”.

The corresponding fuzzy sets are formed on the basis of statistics of user actions and
reflect the number of points scored by him for the period under consideration.

A possible variant of the scale is: (1–25) - development of the initial user, where
level 25 is the transition to the basic user; (26–75) - development of the basic; (76–100)
- development of advanced (experienced).

Condition: If the user immediately chose the basic or advanced user mode for himself,
the previous levels will not be passed and it will be necessary to also enter the train-
ing system to confirm the knowledgeable information. After choosing the estimation
intervals corresponding to the user levels, the centers of the corresponding intervals are
determined and fuzzy sets are formed. After that, the recognition of the user level is
carried out based on the above-described system of productive rules.

4 Conclusion

This article presents a fuzzy logic-based mechanism for developing a smart home model
based on the inference of Mamdani. An analysis was carried out to determine possible
criteria for ranking users of elements of such an IoT system. The results showed that the
use of a grading of users based on the results of test assessment of their competencies
provides the best solution to the problem, since it has an important advantage of reducing
possible risks during use. Fuzzy logic provides an assessment of dynamic changes in
user competencies. The reference values were obtained based on empirical modeling of
the composition of components typical for a large city, and a variant of ranking users
was proposed. Further work will be related to the multi-criteria pairing of the tasks of
deploying mobile applications for Smart Home systems.

Acknowledgements. The study was carried out with the financial support of the Russian Federal
Property Fund in the framework of the scientific project No. 19-310-90046.

Appendix 1

• Let’s start with the basics of a smartphone:

1. What does the home button do with one press?
a) Builds a house; b) Pressed; c) Out to the desktop; d) Exits, from applications or games
and to navigate smartphone screens.
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2. What is a notification?
a) Unknown; b) Document; c) Message with sound; d) Small pop-ups on the device
screen.

3. When you press the “lock” button and the “home” or “quieter” button, what
happens?
a) I don’t know; b) The application will close; c) The phone is locked; d) Take a
screenshot.

4. The front camera is:
a) The camera behind the phone; b) The camera used to shoot the video for TikTok; c)
Selfie camera; d) Camera located on the front of the phone.

5. What is the “lock screen” for?
a) Block users; b) Watch movies; c) Watch the time; d) View notifications and do not
accidentally tap the screen.

6. What is displayed in the “notification panel”?
a) I don’t know; b) All documents; c) Messages from Whatsapp; d) Notifications from
the entire smartphone system.

• Let’s move on to the knowledge of the application interface.
7. What does the word “tap” mean?

a) I don’t know; b) Crush cockroaches; c) Click on the screen; d) Single finger touch.
8. What is this word “swipe”?

a) I don’t know; b) Electronic cigarette; c) Finger movement; d) Swiping your finger
across the screen.

9. In order to postpone, what needs to be done?
a) I don’t know; b) Turn the binoculars; c) Click on “-”; d) Bring two fingers together
to one point.

10. What is Sidebar?
a) I don’t know; b) Bar with lemon juice only; c) Menu; d) Left menu, which can be
accessed by swiping from left to right.

11. What is the “floating button” for? for example: “+”.
a) I don’t know; b) To be caught; c) For additional settings; d) To perform certain actions.

12. What gesture is there to go to the tab on the right?
a) I don’t know; b) By hands; c) Click on the desired tab; d) Swipe from right to left.

13. What’s in the menu button or “3) x dot”?
a) I don’t know; b) Add-ins; c) Application Editor; d) Application settings.

• The following questions are aimed at knowing the values in the smart home
application:

14. What are degrees Fahrenheit?
a) I don’t know; b) Weather; c) Temperature; d) Temperature unit.

15. What is Celsius degree?
a) I don’t know; b) Real weather; c) Also temperature; d) Common temperature unit.

16. How many seconds are there in an hour?
a) 18; b) 100; c) 60; d) 3600.

17. How is household electricity measured?
a) I don’t know; b) Volts; c) Watts; d) W / h.

18. How is the average determined?
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a) I don’t know; b) Calculate; c) Number of numbers divided by their group; d) Group
of numbers divided by their number.

19. What is MB?
a) I don’t know; b) Mercedes-Benz; c) Megabits; d) Megabyte.

20. How to calculate the percentage?
a) I don’t know; b) At a discount; c) Divide by 100; d) Divide the number by 100 and
multiply by the number of percent.

Keys to the Answers: Based on the test results, you can determine the level of user
proficiency: 1) from 0 to 100 – Initial; 2) from 100 to 200 – Basic; 3) from 200 to
300 – Advanced.

Answers

A B C D

Questions 1 0 0 5 10

2 0 0 5 10

3 0 0 5 10

4 0 0 5 10

5 0 0 5 10

6 0 0 5 10

7 0 0 5 10

8 0 0 5 10

9 0 0 5 10

10 0 0 5 10

11 0 0 5 10

12 0 0 5 10

13 0 0 5 10

14 0 0 5 10

15 0 0 5 10

16 0 0 5 10

17 0 0 5 10

18 0 0 5 10

19 0 0 5 10

20 0 0 5 10
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Generation of Fuzzy-Chaotic Behavior in Secure
Communication System
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Abstract. In this paper, we propose a new approach to generation of chaotic
masking signal which has a higher level of security compared to traditional mask-
ing methods. An originality of the approach is conditioned by its relatively low
computational complexity due to the use of fuzzy rule base instead of intensive
simulations of a fuzzy chaotic system. Due to efficiency and accuracy require-
ments, we use combination of fuzzy logic and chaos theories to model uncertainty
and complexity of real complex secure communication system. Complexity of
this hybrid fuzzy-chaotic approach assures an increased level of security. Trade-
off between complexity and securitymay be achieved by generation of transmitted
information using fuzzy modeling of specific desired chaotic behavior. Computer
simulations are provided to verify feasibility and effectiveness of the proposed
approach.

Keywords: Fuzzy sets · Fuzzy numbers · Chaotic behavior · Lorenz system ·
Secure communication · Fuzzy differential equation

1 Introduction

Communication systems are characterized by high level of uncertainty. In view of this,
we intend to consider such systems as fuzzy chaotic systems. The latter can theoretically
be described by using fuzzy differential equations (FDEs). However, achieving a desired
chaotic behavior by simulating of FDEs system is computationally costly. We propose
to build fuzzy rule base to describe influence of Lorenz system parameters and initial
conditions to a level of chaotic behavior. This helps to generate a desired chaotic behavior
under lower analytical and computational complexities. The latter contains information
on parameters and initial conditions of Lorenz system and corresponding values of
Lyapunov dimension [1]. Complexity of this hybrid fuzzy-chaotic approach assures an
increased level of security.

Let us shortly overview existing works onmodeling of circuits with chaotic behavior
by using classical and fuzzy methods.

In [2, 3] they propose a new chaotic system based on the Euler equation of the
motion of rigid body. To implement this system, an electronic circuit was designed. The
dynamic behavior of the system is described by three ordinary differential equations
with quadratic nonlinear terms.
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In [4], the fractional-orderChen-Lee system implementation byusing chain fractance
and tree fractance circuits is considered. It is shown that such system can be used to create
electronic circuits for secure communication purposes.

Control of chaos in the Chen-Lee system by multiple time delays is discussed in
[5]. The time delay constants efficiency was discussed. Proposed system displays fixed
points and chaotic motion.

In [6] they propose a methodology for application of fuzzy modeling to synthesis of
discrete-time chaotic systems of Lure type. The advantages of the proposed cryptosys-
tem: 1) it is systematic; 2) it is flexible in terms of chaotic signals selection for secure
key generator; 3) it is flexible in terms of masking the ciphertext using state or output;
4) it is characterized by time-varying super increasing sequence.

In [7] authors use FDE for modeling a resistor–inductor circuit. By using an FDE,
dynamic behavior of system, control and anti-control of chaos are analyzed. Also, the
implementation of Takagi-Sugeno (TS) fuzzy-chaotic systems on electronic circuits is
proposed.

In [8], they discuss construction of electronic circuit using the Chen-Lee system and
consider stability of the given equilibrium points. It is shown that such system is useful
for encryption purposes. In view of this, using FDEs to model Chen-Lee system under
uncertainty is effective for electronic circuit analysis. The latter, in turn, can be applied
for analysis of numerous uncertain factors in telecommunication area.

As it is shown in [9], chaotic behavior in nonlinear dynamics is difficult to detect
and control. Particularly, theoretical results of chaos analysis are hard to use in practice,
especially taking into account imprecision intrinsic to the results of numerical simula-
tions of dynamical systems. For this purpose, fuzzy set theory can be used to model
uncertainty of chaotic behavior.

In [10], a new chaotic secure communication scheme is proposed. The scheme is
based on reduction of channel noise by using aModifiedGravitational SearchAlgorithm.
The proposedmethod is verified in a unified chaoticmap. It is shown a better performance
of the method as compared to existing secure communication schemes in terms of lower
bit error rate.

To the best of the authors’ knowledge, works on the use of fuzzy chaotic masking of
transmitted information to increase security level of communication system do not exist
in the literature to date. This interesting property of fuzzy chaotic systems makes them
very useful in secure communication systems.

The paper is structured as follows. An overview of existing works is given in Sect. 1.
Some preliminaries used in the paper, including definitions of a fuzzy number, Lorenz
system, Lyapunov dimension are provided in Sect. 2. Section 3 is devoted to a statement
of problem, Lorenz system parameters and initial conditions on Lyapunov exponents
(which are a measure of chaotic behavior). Section 4 is devoted to solution of a problem
stated in Sect. 3.

2 Preliminaries

Definition 1. Fuzzy Number [11]. A fuzzy number is a fuzzy set A on real line Rwhich
possesses the following properties: a) A is a normal fuzzy set; b) A is a convex fuzzy set;
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c) α-cut of A, Aα is a closed interval for every α ∈ (0, 1] ; d) the support of A, suppA is
bounded.

Definition 2. A Generalized Hukuhara Difference [12, 13]. A generalized Hukuhara
difference between fuzzy numbers A,B is a fuzzy number C, if it exists, such that

A − gHB = C ⇔
{

1) A = B + C
or 2) B = A + (−1)C

,

where addition and scalar multiplication of fuzzy numbers are defined as usual [14].

Definition 3. Lorenz System [15]. Lorenz system is described by the following differ-
ential equations:

dx1
dt

= a(x2 − x1),
dx2
dt

= cx1 − x1x3 − x2,
dx3
dt

= x1x2 − bx3

where x1, x2, x3 are state variables and a, b, c are parameters. The behavior of this system
under some values of a, b and c is chaotic.

Definition 4. Lyapunov Exponents [11, 16]. Lyapunov exponents are a measure of a
dynamical system’s predictability and sensitivity to changes in its initial conditions
(stability). They can be thought of as the average logarithmic rate of separation or
convergence of two nearby points of two time series x(k) and y(k), k = 0, ...,M , ...,

separated by an initial distance �R0 = ‖x(0) − y(0)‖2:

λ = lim
M→∞

1

M

M∑
k=1

ln

∣∣∣∣�Rk

�R0

∣∣∣∣
Definition 5. Lyapunov Dimension [11]. Lyapunov dimension Dλ is calculated as:

Dλ = j +
j∑

i=1

λi/ |λj+1|,

where Lyapunov exponents are ranked as λ1 ≥ λ2 ≥ ... ≥ λn, and value of j is found
from the requirements:

j∑
i=1

λi ≥ 0,
j+1∑
i=1

λi < 0.

The concept of Lyapunov dimension was introduced [17] as an estimation of fractal
dimension of attractors.
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3 Lorenz System with Fuzzy Parameters

Modern complex secure communication systems are characterized by high order uncer-
tainty and, therefore, need an increased level of security. An effective way to solve this
problem is to use fuzzy logic. Namely, generation of fuzzy-chaotic complex dynamic
behaviors allows to significantly increase security level of communication system by
fuzzy-chaotic masking the transmitted message.

In analyzing fuzzy-chaotic systems,we need to consider possible complex dynamical
behaviors stemming from initial conditions. However, it is more important to account
for influence of system parameters. The issue is that even small changes in parameters
values may lead to significant changes in the system behavior modes, yielding chaotic
behavior.

The most well-known nonlinear chaotic system is Lorenz system (Definition 3).
Let us consider a fuzzy Lorenz system as a system with fuzzy number-valued initial
conditions x1 (0), x2 (0), x3 (0) and fuzzy parameters a, b, c . In this case, trajectories
of state variables will be described by fuzzy functions x1(t),x2(t), x3(t) of time t, that
satisfy:

dx1(t)

dt
= a(x2(t) − x1(t)),

dx2(t)

dt
= cx1(t) − x1(t) x3(t) − x2(t),

dx3(t)

dt
= x1(t) x2(t) − bx3(t),

(1)

Thus, uncovering desired chaotic behavior of fuzzy Lorenz system requires solving
of system (1) under various combinations of parameters a, b, c and initial conditions
x1 (0), x2 (0), x3 (0). Conducting such intensive simulations is computationally com-
plex, and we will use fuzzy If-Then rules to describe influence of fuzzy initial conditions
and fuzzy parameters to system dynamics. This may help to uncover desirable fuzzy-
chaotic behavior of the Lorenz system. It is known that the chaotic behavior can be
analyzed on the basis of Lyapunov dimension Dλ. The latter is computed on the basis
of Lyapunov exponents λ1 , λ2 , λ3.

4 Solution of Lorenz System With Fuzzy Parameters

At first, let us provide the necessary definitions related to fuzzy-number-valued functions
and derivatives used in existing literature. For convenience of notation, we denote fuzzy
sets by using small letters.

Denote by En the space of all normal, convex, and upper semicontinuous fuzzy sets
x ⊂ Rn with compact support supp x [22].

In order to model derivatives of fuzzy functions in the right-hand side of Eqs. (1),
let us consider the concept of strongly generalized differentiability as a formulation of
differentiability of fuzzy number-valued mappings [12]. In this concept, a generalized
Hukuhara difference (Definition 2) is used implicitly for the first time. Namely, the two
possible cases of this difference are used (each case is denoted “–” as a special case of



Generation of Fuzzy-Chaotic Behavior in Secure Communication System 405

“−gH ”). These two cases form four types of differentiability. We will consider only two
main types here.

Strongly Generalized Differentiability [12]. Let x : T → En, and t0 ∈ T ⊂ R. We say
that x is strongly generalized differentiable at t0 if there exists an element x′(t0) ∈ En,
such that

(i) for all h > 0 sufficiently small, ∃ x(t0 + h) − x(t0), x(t0) − x(t0 − h) and the limits
(in supremum metric [22])

lim
h→0+

x(t0 + h) − x(t0)

h
= lim

h→0+
x(t0) − x(t0 − h)

h
= x′(t0), or

(ii) for all h > 0 sufficiently small, ∃ x(t0) − x(t0 + h), x(t0 − h) − x(t0) and the limits

lim
h→0+

x(t0) − x(t0 + h)

(−h)
= lim

h→0+
x(t0 − h) − x(t0)

(−h)
= x′(t0),

(h and (−h) at denominators mean 1/h and 1/(−h) respectively).

The type (i) is not suitable for engineering purposes as the support of a fuzzy number
x(t) increases, and, for majority of cases increases unboundedly. In the type (ii) the
support of x(t) decreases. We will use the type (ii) in this study.

Let x : T → E1 be strongly generalized differentiable. Then xα
l (t) and xα

r (t) are
differentiable and one has [13]:

[
x′(t)

]α = [min([xα
l (t)]′, [xα

r (t)]′),max([xα
l (t)]′, [xα

r (t)]′)].
The fuzzy analog of Lorenz system, system (1) will be considered as a system of

fuzzy differential equations in terms of (ii)-type of strongly generalized differentiability
[12]:

x′ = f (t, x) (2)

where f ∈ C1
[
R+ × En,En

]
, x(t0) = x0 ∈ En, t ≥ t0, t0 ∈ R+.

Now, we proceed to modeling of a fuzzy Lorenz system. Assume that a, b, c
parameters in (1) are described by fuzzy numbers. Then by using strongly generalized
differentiability, one can approximate solution to (1) by using difference equations:

x1(k + 1) = x1(k) + a(x2(k)−x1(k))�t,

x2(k + 1) = x2(k) + (cx1(k)−x1(k)x3(k)−x2(k))�t,

x3(k + 1) = x3(k) + (x1(k)x2(k)−bx3(k))�t,

x1(0) = x10, x2(0) = x20, x3(0) = x30, k = 1, . . .K .
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Following the existing tradition, we proceed with α-cuts-based representation of
these equations. For convenience of notations, denote aα = a(α), bα = b(α) , cα =
c(α), xα

i = xi(k, α), i = 1, ..., 3. We obtain:

x1(k + 1, α) = x1(k, α) + a(α)(x2(k, α)− x1(k, α))�t,

x2(k + 1, α) = x2(k, α) + (c(α)x1(k, α)− x1(k, α)x3(k, α)− x2(k, α))�t,

x3(k + 1, α) = x3(k, α) + (x1(k, α)x2(k, α)− b(α)x3(k, α))�t,

x1(0, α) = x10(α), x2(0, α) = x20(α), x3(0, α)=x30(α).

For lower and upper bounds of the α-cuts, we have the following two systems:

x1l(k + 1, α) = x1l(k, α) + al(α)(x2l(k, α)− x1l(k, α))�t,

x2l(k + 1, α) = x2l(k, α) + (cl(α)x1l(k, α)− x1l(k, α)x3l(k, α)− x2l(k, α))�t,

x3l(k + 1, α) = x3l(k, α) + (x1l(k, α)x2l(k, α)− bl(α)x3l(k, α))�t,

x1l(0, α) = x10l(α), x2l(0, α) = x20l(α), x3l(0, α)=x30l(α);

x1r(k + 1, α) = x1r(k, α) + ar(α)(x2r(k, α)− x1r(k, α))�t,

x2r(k + 1, α) = x2r(k, α) + (cr(α)x1r(k, α)−x1r(k, α)x3r(k, α)−x2r(k, α))�t,

x3r(k + 1, α) = x3r(k, α) + (x1r(k, α)x2r(k, α)− br(α)x3r(k, α))�t,

x1r(0, α) = x10r(α), x2l(0, α) = x20r(α), x3r(0, α)=x30r(α).

For solving the obtained systems of difference equations, we will use Euler method.
Consider the following TFN-based initial conditions and a, b, c parameters:

x10 = (0.4, 0.5, 0.6), x20 = (0.3, 0.4, 0.5), x30 = (0.5, 0.6, 0.7);

a = (10, 15, 20), b = (3, 4, 5), c = (40, 45, 50).

One has a chaotic behavior. The values of Dλ computed by fuzzy equations are
Dλ = 2.005.

The value of Dλ computed by using fuzzy rule base describes this behavior closely.
Thus, a huge number of experiments shows efficiency of the created fuzzy rule base

for generation of desired fuzzy chaotic behavior to mask transmitted signals.
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The corresponding lower and upper bounds of α-cuts of the obtained solution
(x1(t), x2(t), x3(t)) are shown in Figs. 1, 2 and 3 respectively.

0 10 20 30 40 50 60
t

-40

-30

-20

-10

0

10

20

30

40
(x
l(:
,1
),(
xr
(:,
1)

Fig. 1. Dynamics of lower and upper bounds of the support of x1(t)

Fig. 2. Dynamics of lower and upper bounds of the support of x2(t)
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Fig. 3. Dynamics of lower and upper bounds of the support of x3(t)

The corresponding phase trajectories are shown in Figs. 4, 5 and 6.

Fig. 4. Lower and upper bounds of the support and the core of fuzzy phase trajectories in the
space of x1 and x2 variables (red curve describes lower bound, blue curve describes core, yellow
curve describes upper bound)
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Fig. 5. Lower and upper bounds of the support and the core of fuzzy phase trajectories in the
space of x1 and x3 variables (red curve describes lower bound, blue curve describes core, yellow
curve describes upper bound)

Fig. 6. Lower and upper bounds of the support and the core of fuzzy phase trajectories in the
space of x2 and x3 variables (red curve describes lower bound, blue curve describes core, yellow
curve describes upper bound)

5 Conclusion

Ageneration of fuzzy-chaotic behavior of secure communication systemwith transmitter
and receiver under uncertainty of parameters is considered in this paper. Consideration
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of fuzzy-chaotic behaviors is only the beginning of secure communication issues. To
respond to this challenging problem, we proposed an approach to linguistic description
of Lorenz system expressed as system of fuzzy differential equations with uncertain
parameters and initial conditions. For solving of the considered system, the generalized
Hukuhara derivative is used. Even small changes in fuzzy parameters of the system lead
to qualitative change in system dynamics. Huge simulation results allowed to create
database that includes information on Lyapunov exponents and Lyapunov dimension.
More complex fuzzy chaotic signal generated on the basis of the proposed approach can
be applied to high-level communication security, file encryption simulation etc.
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Abstract. The implementation of the digital economy is linked closely with the
provisioning pillars of ‘Industry 4.0’ (e.g. functional man-machine compatibility
while communicating directly via the Internet; transparency of information and
the ability of systems to create a virtual copy of the physical world; technical
support of machines to humans with combining large amounts of data and per-
forming a number of specific tasks; the ability of systems to independently and
autonomously make decisions), and being realized through the digital enterprises
and production. The development of related technologies (i.e. Internet of Things,
5G, Cloud computing, artificial intelligence, etc.) and digital platforms ensured
the emergence of open information systems and global industrial networks inter-
acting each other and going beyond the boundaries of a single enterprise. Such
systems and networks are having a transformative impact on all sectors of today’s
economy and businesses and transfer industrial automation to a new stage of indus-
trialization. Considering and discussing the features of Industry 4.0 ecosystem,
the authors emphasize the significance of cyber physical system and platform
based manufacturing implementation (along with describing the idea of using
fuzzy cognitive map) as conceptual and systematic bases for the use in the con-
text of provisioning elements of the ‘Industry 4.0’ ecosystem and developing of
integrative mechanisms to stimulate and improve overall system performance.

Keywords: Industry 4.0 · Digital economy · Digital manufacturing · Internet of
Things · IoT platform

1 Introduction

As world practice shows, the widespread use of information and communication tech-
nologies (ICT) in various areas of the economy in next decades is bringing the physical
and digital world closer and deeply integrates with the comprehensive transformation of
traditional industries while stimulating the development of the digital economy.

The modern economy is developing under the influence of various trends, the most
important of which can be noted as ‘servicization’ and digitalization, which are tech-
nologically and logically interconnected and should be studied on the basis of special
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approaches and methods. Given the importance of such interconnection and interde-
pendence, it is crucial to consider these trends from the standpoint of ‘platformization’
as a methodological approach that combines the concept of the platform economy as a
social structure and technological content of the digital economy from the standpoint of
supporting any type of services and communications.

The experience of global development shows that industrialization remains the main
path to successful step forward, allowing countries to create and develop competi-
tive skills and capabilities, thereby allowing them to succeed in a new technological
paradigm. According to the results of the analysis (http://inecprom.spbstu.ru/blog/), dig-
ital manufacturing technologies, when applied to industrial production, offer enormous
potential for economic growth and improving humanwell-being, aswell as protecting the
environment and achieving the goals of the Agenda in areas of sustainable development
for the period up to 2030.

The implementation of the digital economy is linked closely with the provisioning
pillars for fourth industrial revolution, ‘Industry 4.0’, and it being developed through/by
the functioning of the digital manufacturing, enterprises and digital production [1]. The
fourth stage of the industrial revolution is characterized mainly by the introduction of
cyber-physical systems (CPS) into manufacturing processes. It is assumed that these
systems will be integrated into one network, communicating with each other in real
time, being autonomously managed and react to environment. This in turn, make them
allow to adapt to new consumer demands. The concept of the Industry 4.0 in turn, can
be described based on the followings: functional compatibility of man and machine - the
ability to contact directly via the Internet; information transparency and the ability of
systems to create a virtual copy of the physical world; technical assistance of machines
to humans - combining large amounts of data and performing a number of specific tasks;
the ability of systems to independently and autonomously make decisions. These aspects
are logically gathered within the notion of Industry 4.0 platform, as a distinctive concept
of the platform economy [2] that is essential today in all economic sectors, while having
a platform one can run analytics and manage applications in order to get value from the
Internet of Things.

Motivated by the complex and uncertain nature of digital manufacturing platform
while implementing Industry 4.0, this paper explores the role of cyber-physical sys-
tems associated with digital manufacturing platforms, and proposes an approach for
representing the functionality of platform on attracting the behavior of its components.

2 Overview of Problematics

The digital economy is established as a main driver of global growth whereas many
countries around the world are determiningmeasures to combine efforts to further devel-
opment of the digital economy; at the same time, the digital economy will ensure the
growthof gross domestic product by significant percentage [3]. Economicvalue is closely
related with the production of goods and services. New business models emerged with
the digital economy, driving value creation on platformization and the monetization,
while rapidly expanding volume of digital data.

Overall technological development within ‘all digital’ context is changing the nature
of the economies, both for country-scale and regional. Industrial competition is growing,

http://inecprom.spbstu.ru/blog/
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markets are expanding as well. Obviously, the growth of national economies becomes
evident and realistic. The digital economy changes the traditional models of businesses
and markets, while determining the trends in growing of companies, industries and
national economies in general. Industry 4.0 herewith links a number of key technolo-
gies such as Industrial Internet of Things, Big Data Analytics, Cybersecurity, Additive
Manufacturing and Augmented Reality [4]. In turn, developed technological platform
being the distinctive feature of Industry 4.0, can be defined by specific attributes, like
using high-tech machines and equipment, ICT solutions, and cyber-physical systems
that allow system integration.

From the research and development (R&D) perspective, the possibility of developing
cyber-physical systems with wide range of smart components having abilities to sense
the environment and adapt to changes, cause the issues of processing the ever increasing
amount of production data, unpredictable due to the external and internal factors of
the nature of functioning the components of industrial enterprises, while special models,
methods and tools of artificial intelligence (AI) allow to take into account various features
and innovations in the organization of the production process [5]. It is obvious to note
this and related R&D are evolving with tremendous pace while attracting the interest of
scientists and engineers all around the world. As an example, one can refer to [6–9], to
name a few.

For the most comprehensive definition of CPS we refer to one given by the NIST
in [10], wherein CPS are defined as smart systems including engineered interacting
networks of physical and computational components. These highly interconnected and
integrated systems provide new functionalities to improve quality of life and enable
technological advances in different application areas. At the same time, CPS are closely
related with Industrial Internet, Internet of Things (IoT), machine-to-machine, smart
cities, and others to describe similar or related systems and concepts.

From the context of this research, the CPS are characterized by the close interaction
between computational processes and physical processes and elements that constantly
receive data from the environment anduse them to arrangebetter the control processes. So
far, the operation nature of CPS can be described via deep relationship between physical
and computational elements while the AI and other technologies support the processing
data from sensors in the real world, analyze this data and use it to further control physical
elements. This interaction gives the CPS the ability to work effectively in changing
conditions. Moreover, the cycle ‘management - data acquisition - data processing –
management’ with the well-functioning system should yield positive results each time
and create new value.

The paper [11] gives a good review slice for digital manufacturing platforms and sys-
temswithin current research domain, and almost all of the platforms have the challenging
issue of components to be effectively coordinated, among other significant technological
and functional features (e.g. levels of integration in manufacturing, organizational, man-
agerial, and technical implications, etc.). Moreover, the concerns of functional aspects of
digital manufacturing platforms cover mainly manageability, measurability, monitora-
bility, performance, physical context, uncertainty as the most attractive to the overall
system capabilities [10]. Managing the effects of uncertainties can be seen as a funda-
mental challenge in CPS. Indeed, the uncertainty of data in sensing and actuation caused
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by manufacturing processes leads to incomplete knowledge on assessing the system
behavior and achieving required performance.

The main contribution of this paper thus to establish the conceptual and systematic
approach in gaining knowledge from the components of CFS which is represented as
distributed environment with respective functional properties for nodes and entities.

3 Methodology

Any manufacturing system, in its nature, can be considered as a group of interacting
or interrelated components (e.g. industrial equipment, software for various purposes,
technological equipment, production facilities, etc.), that should be identified, be able
to exchange information and interact while performing technological and production
processes [11, 12]. Developing and implementing the industrial cyber-physical platform
is aimed to collecting of data on the production facilities, the processes performed and
the resources used for their implementation, as well as the processing of the information
received and creating of knowledge bases.

Industrial cyber-physical systems, in simplified view, can be represented as layered
structure:

1) physical layer containing all the physical objects involved in the production system;
2) virtual space consisting of interconnected digital ‘twins’ of the objects: digital twins

record historical data about physical counterparts and provide it to the cloud.
3) cloud of services containing various software applications provided by equipment

manufacturers and service providers.

From the modeling perspective (to attract the features of this complex and uncer-
tain environment), this structure is considered as a distributed information state space,
representing a collection of objects associatedwith or related to processes. Thus,method-
ologically, the decomposition in relation to the components and the representation of
the state space for various components and information is performed in such a way
that appropriate connections can be defined in the model. Such representation allows to
define and detail a set of internal structures of a distributed environment, its components,
their connections and possible interactions between components, including the proper-
ties, by specifying the corresponding structural elements. The set of objects that form
the distributed space is determined depending on the task, and the behavior of objects,
the establishment of relations between objects, the interfaces for each object and the
implementation of the object are assigned by the rules. To specify the behavior (attract
properties) of distributed objects, fuzzy systems relationships are used (for modeling
causal relationships in a dynamic system), which are widely implemented in modeling
of complex systems.

The knowledge about the system behavior entered into the fuzzy modeling system is
reflected by the structure of nodes and relationships (positive, negative) in the structure
(Fig. 1). In other words, existing knowledge on the behavior of the system will be
reflected in the structure of nodes and relationships in the map, whereas fuzzy cognitive
map is substantiated for solving the problem of optimal control of the behavior of a
concept node (i-th entity) and the development of management decisions.
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Each concept node represents one of the key factors of the system, the values of the
weights indicate the value (strength) of influence of the entity Ci on Cj. The intensity of
the influence of one concept-entity on another is an indicator with the help of which the
transition from the classical relation to the fuzzy relationW is carried out, the elements
wij of which characterize the direction and degree of intensity or the weight of the
influence between the concepts Ci and Cj, i.e. wij = w (Ci, Cj) when wij defines the
characteristic function of the ratio W.

For n concepts, the fuzzy cognitive map is mathematically given by 1xn state vector
V with values of n concepts, and nxn by a matrix of weights (cognitive matrix) W. The
value of Vi of each concept Ci is determined by the operation: V t = f (V t−1W +V t−1),

which computes the new value of the state vector as a result of interaction between
concepts.
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Fig. 1. Fuzzy cognitive map

The object (component) can
be described based on the
actual functionality it carries,
including fragmented behav-
ior, object allocation, resource
sharing, etc., and based on the
specific requirements of enti-
ties that may exist in produc-
tion life cycle. By using cogni-
tive maps in different scenar-
ios, it is possible to describe
the behavior and investigate
various aspects of distributed
functionality, features of the
behavior of distributed objects
by reflecting the properties of
modeling elements in a multi-
dimensional representation of
structure and functionality.

Although the goal of this paper is not to get into the details of thoroughmodeling (this
task is within the broader scope for further research), authors state the abovementioned
provisioning of fuzzy relations and multi-agent systems being a separate issue as the
decision-making process in fuzzy conditions: in particular, how close the behavior of a
distributed object is to a particular property expected from interaction of components,
the degree of such ‘closeness’, etc. in narrow view, and the possibilities of improving
physical production processes by using information obtained by monitoring objects of
the production system – in broad view of considered task.
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4 IoT Platforms and Use Case Demo

For collecting and processing data from sensors in Smart Manufacturing solutions, it
is necessary to use IoT platform. There are many IoT platforms functioning nowadays,
such as IBM Watson, ThingWorx, Google Cloud Platform, Azure IoT of Microsoft,
Amazon Web Services (AWS) IoT, ThingSpeak [13]. They are developed by top lead-
ing IT companies to ease IoT services meanwhile contributing its development. They
have different functionality and mainly provide monitoring and/or controlling [14–18].
E.g. Amazon announced the AWS IoT platform [16] that supports features such as Reg-
istry for recognizing devices, Software Development Kit for devices, etc. IoT platform
ThingSpeak provides analytic service that allows to aggregate, visualize, and analyze
live data streams in the cloud [17]. Microsoft provides Microsoft Azure Intelligent Sys-
tem Service as an integrated platform and services to build IoT systems and applications
by gathering, storing and processing data [18].

Based on ThingSpeak platform as appropriate for developing IoT platform (due to
free service formonitoring; providing catchy and illustrative graphs for users; supporting
Python) the Temperature and Pressure Remote Monitoring System is developed. For
gateway, existing approaches could be Arduino, Raspberry Pi, BeagleBone, etc. Wi-Fi
technology is used as a communication medium, which is one of the most widely-
distributed technology especially for the smart environment. Moreover, it is possible to
use different type of sensors for gathering temperature, humidity or pressure. For this
project following components are used:

1. Raspberry Pi is a small-sized computer, can supply a complete Linux OS and can
provide all the expected abilities that implies, at a low-power consumption level.

2. BMP180 is a barometric pressure sensor with an I2C interface. It measures the
absolute pressure of the air. This pressure varies with both the weather and altitude,
allowing monitor changes in the weather, measure altitude, or any other tasks.

3. IoT platform – ThingSpeak.com. This IoT platform allows monitoring the condition
in environment. To transmit data to the ThingSpeak Raspberry Pi 3 is used, to which
BMP180 sensor is connected. ThingSpeak IoT platform is for remote monitoring.
For this purpose, it is necessary to register on the site and create the channel. Then
after appropriate variables are being set.

ThingSpeak is an application platform for the Internet of Things. ThingSpeak allows
building an application with data collected by sensors. ThingSpeak processes the data,
and then refers to applications to retrieve the data. Thus, different scenarios can be
implemented and the performance be evaluated.

In Fig. 2 the final state of system is depicted as retrieved from ThingSpeak platform
where data to be gathered for this project. This page/channel is accessible from any
devices via following link: https://thingspeak.com/channels/957258.

https://thingspeak.com/channels/957258


418 N. Yusupbekov et al.

As it is seen, there are different possibilities to explore the IoT platform and related
environment (including analytical research inMatlab for expanded version), with getting
parameters and characteristics of components.

Fig. 2. Page of project in ThingSpeak platform

5 Conclusion

An approach is considered to explore the features of information technology platform
to support the production processes using technologies of industrial cyber-physical sys-
tems. The ThingsSpeak platform based use-case demonstrates the possibility to attract
the specific task while implementing the solution. It is interesting to research such
realization in close-to-practice conditions of real manufacturing or production systems,
assessing the performance and determining the influence on overall system efficiency,
including possibility to extract data for feasibility analysis. Taking into account the
necessity to develop and deploy the Industry 4.0 solutions, additional challenge in tech-
nologiesmay arise, e.g. dealingwithBigData,DeepLearning,which in turn, bringsmore
sophisticated R&D efforts in this domain. Authors see the future research direction in
formalizing the mathematical basis of IoT platform including tools and methods apply-
ing to solve the tasks of development the national IoT platform (and thus to contribute to
the scientific foundations and theoretical prerequisites for sustainable industrial devel-
opment with creating more dynamic, sustainable, innovative and consumer-oriented
Industry 4.0 ecosystem).
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Abstract. Pairwise comparison matrices (PCMs) encode preferences in decision
problems. Decision-relevant information may be characterized by partial relia-
bility. In this paper, PCMs with Z-number-valued elements are considered. It is
proposed to analyze such matrices in terms of consistency and informativeness.
An example is used to illustrate that these two requirements may be conflicting.

Keywords: Z-number · Pairwise comparison matrix · Consistency · Coverage
measure · Specificity measure

1 Introduction

Pairwise comparisonmatrices (PCMs) describe preferences over alternatives and criteria.
Formally, pairwise comparisonmatrix (PCM) is amatrix (aij), where an entry aij denotes
a degree to which an i-th alternative (criterion) is preferred to j-th one [1]. Natural
conditions used for aij are aii = 1 and aji = 1/aij (reciprocity), ∀ i, j = 1, ..., n. The
necessary condition for PCM is consistency. Traditionally, it is based on multiplicative
transitivity (though different constructs are also used [2, 3]):

aijajk = aik ,∀i, j, k. (1)

This implies that degree of preference aik is equal to the product of preferences
degrees staying at all possible ways from i to k through j. Fulfillment of this condition is
often problematic due to low computational abilities of a human brain. An inconsistency
is related to violation of this multiplicative transitivity condition. In view of this, various
indices were introduced to measure inconsistency. An inconsistency index (‘consistency
index’ term is also used) is a function that maps a set of PCMsA to a set of real numbers
R, I : A → R. The most famous consistency index was proposed by Saaty [4]. It
is based on an affine transformation of maximal eigenvalue of a matrix. Among well
known indexes are those proposed by Kou and Lin [5], Cavallo and D’Apuzzo [6, 7],
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Koczkodaj and colleagues [8–13] and others. A systematic overview and analysis of
inconsistency indexes is given in [1].

Initially, degrees of preference were described as crisp numbers from a predefined
scale. Further, fuzzy sets were used to account for uncertainty of preference degrees [14–
20]. Due to imperfect information and other restrictions, a decision maker (DM) finds
difficulties to provide exact and accurate preference degrees. In this case, fuzzy degrees of
preference are used to account for imprecision. Being imprecise, real-world preferences
are also partially reliable. The reasons are restricted competence of a DM, complexity
of alternatives, imperfect decision-relevant information, psychological biases etc. So, in
line with describing imprecision, it becomes relevant to account of partial reliability of
preferences. Up to day, no works have been proposed on consistency of partially reliable
preferences. In order to handle imprecision and partial reliability, Zadeh introduced the
Z-number concept [21].AZ-numberZ = (A,B) is an ordered pair of fuzzy numbers used
to describe a value of a random variable X. A is a fuzzy restriction on values of X. B is a
fuzzy reliability of A, defined as a value of probability measure of A. A series of works is
devoted to theoretical studies and practical applications of Z-numbers [22–45]. In [46]
they propose a new approach for construction of consistency-driven partially reliable
preferences described by pairwise comparisons matrix with Z-number-valued entries.
The problem is formulated as a complex optimization problem involving membership
functions and probability distributions. In view of this, a differential evolution (DE)
optimization technique-based solution approach is proposed.

Along with consistency measure, such measures as specificity, coverage and entropy
are important to analyze quality of uncertain granules. Specificity of Z-numbers is con-
sidered in [47]. Several works are devoted to entropy and uncertainty of Z-numbers (see
[48, 49] and references herein).

In this work we consider a problem of analysis of PCMs with Z-number-valued
elements in terms of consistency and some information quality indices. An example
from decision making in country selection is used. It is shown that attaining consistency
of PCMsmay lead to loss of information contained in initial Z-number-valued elements.

2 Preliminaries

The concept of Z-number is used to describe a value of real-valued random variable X
under combination of fuzzy and probabilistic uncertainties. Such kind of combination
is usually referred to as a bimodal distribution [24, 26].

Definition 1 A continuous Z-number [3, 5].A continuous Z-number is an ordered pair
Z = (A,B). A is a continuous fuzzy number with membership function μA(x) playing a
role of a fuzzy restriction on a value that a random variable X may take:

Value of X is A.
In other words, A is used to describe imprecise information about a value of X.

A degree of reliability of A is described as a value of probability measure P(A) =∫

R
μA(x)p(x)dx, where p is probability distribution of X. If p is precisely known, the P(A)

is a crisp number. However, in real-world problems an actual p may not be precisely
known, and one has to consider a set of distributions. This requires to deal with fuzzy
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restriction on a value of P(A). Thus, to describe uncertainty related to p, a continuous
fuzzy number B with a membership function μB : [0, 1] → [0, 1] is used as a fuzzy
restriction:

The value ofP(A) isB (2)

This implies that fuzzy uncertainty related to p induces fuzziness of a value of P(A).
Thus, due to fuzziness and probabilistic uncertainty of information, a value of random
variable X can be described as a Z-number Z = (A,B): A is a fuzzy estimation of a
value and B is a fuzzy reliability of this estimation.

Definition 2 A Z-number-valued pairwise comparisons matrix. A Z-number-valued
pairwise comparisons matrix (Zij) is a square matrix of Z-numbers:

(Zij = (Aij,Bij)) =
⎛

⎝
Z11 = (A11,B11) ... Z1n = (A1n,B1n)

. ... .

Zn1 = (An1,Bn1) ... Znn = (Ann,Bnn)

⎞

⎠. (3)

A Z-number Zij = (Aij,Bij), i, j = 1, ..., n describes partially reliable information
on degree of preference for i-th alternative (criterion) against j-th one.

Definition 3 A Distance between Z-numbers. As a Z-number Z = (A,B) is character-
ized by fuzzy number A, fuzzy number B and underlying set of probability distributions
G, we propose to define distance between Z-numbers D(Z1,Z2) as follows.

Distance between A1 and A2 is computed as

D(A1,A2) = supα∈(0,1] D(Aα
1 ,Aα

2 ) (4)

D(Aα
1 ,Aα

2 ) =
∣
∣
∣
∣
Aα
11 + Aα

12

2
− Aα

21 + Aα
22

2

∣
∣
∣
∣ (5)

Aα
1 and Aα

2 denote α-cuts of A1 and A2 respectively, Aα
11,A

α
12 denote lower and upper

bounds of Aα
1 (Aα

21,A
α
22 are those of Aα

2 ). Distance between B1 and B2 is computed
analogously.

We also have to find distance between the setsG1 andG2 of probability distributions
p1 and p2 underlying Z1 and Z2. The distance between p1 and p2 can be expressed as

D(G1,G2) = infp1∈G1,p2∈G2

{

(1 −
∫

R
(p1p2)

1
2 dx)

1
2

}

(6)

Given D(A1,A2), D(B1,B2) and D(G1,G2), the distance for Z-numbers is defined
as

D(Z1,Z2) = βD(A1,A2) + (1 − β)Dtotal(B1,B2), (7)

where Dtotal(B1,B2) is a distance for reliability restriction computed as

Dtotal(B1,B2) = wD(B1,B2) + (1 − w)D(G1,G2). (8)

β,w ∈ [0, 1] are DM’s assigned importance degrees.
Below we propose a definition of inconsistency index for Z-number-valued matrix

adopted from the index introduced for real-valued matrix in [46].
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Definition 4 An inconsistency index for Z-number-valued pairwise comparisons
matrix. An inconsistency index K for Z-number-valued pairwise comparisons matrix
(Zij) is defined as follows:

K((Zij)) = max
i<j<k

min

{

D

(

Z(1),

(
Zik

ZijZjk

))

D

(

Z(1),

(
ZijZjk
Zik

))}

, (9)

where the components of Z-number Z(1) = (A,B), are fuzzy singletons A = 1 and
B = 1. The operations of multiplication and division of Z-numbers in (9) are defined as
in [5].

3 Statement of the Problem

Analysis of pairwise comparisons matrix (Zij) may be based on consistency, coverage,
specificity, entropy measures. Consistency is necessary requirement of any PCM. For
consistency, we use index (9).

For (Zij), measure Q may be defined as an aggregation of measure values of PCM
entries above main diagonal:

Q((Zij)) = Aggi=1,...,n;j>i(Q(Zij)) (10)

As an aggregation operator, min or some averaging operators may be used.
Specificity, Sp(Zij) can be found as [47]:

Sp(Zij) = λSp(Aij) + (1 − λ)Sp(Bij), λ ∈ (0, 1) (11)

where λ is an importance degree assigned by a DM.
Coverage measure is used to analyze an extent to which information contained in

uncertain granules is preserved. Cov(Zij) may be computed as convex combination of
Cov(Aij),Cov(Bij). In essence is Sp is an inverse of Cov.

A problem of comparative analysis of PCMs may be considered as a multiattribute
decision making problem on the basis of measures Qs, s = 1, ..., S.

4 An Application. Analysis of PCMs with Z-number-valued
Elements in a Market Selection Problem

Let us analyze twoPCMsconsidered in [46] byusing consistency and coveragemeasures.
Those are related to preferences over multiple criteria in a problem of country selection
for doing business [50]. We will deal with three criteria that describe a series of econom-
ical and institutional characteristics: Institutional Proximity, C1, Economic Proximity,
C2, and Social and Cultural Proximity, C3. Criterion C1 represents governance perfor-
mance and economic freedom. Criterion C2 describes both domestic development (such
as socioeconomic progress, household’s standard of living) and global competitiveness
issues. Criterion C3 concerns cultural characteristics (an extent to which collectivism or
individualism-based behavior is intrinsic to a country, issues related to communication
with customers etc.). Due to complexity of the considered criteria, a DM’s preferences
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may be characterized by fuzziness [51, 52] and partial reliability. So we can use Z-
numbers [53–55] for description of preferences. In view of this, we consider partially
reliable preference degrees of the Saaty scale to represent comparative importance of
criteria [46]:

⎛

⎜
⎝

Z11 = ((0.93, 0.95, 0.97), (0.95, 0.98, 1)) ... Z13 = ((3.92, 4, 4.08), (0.7, 0.8, 0.9))
Z21 = ((2.94, 3, 3.06), (0.7, 0.8, 0.9)) ... Z23 = ((8.82, 9, 9.02), (0.6, 0.7, 0.8))

Z31 = ((0.245, 0.25, 0.255), (0.7, 0.8, 0.9)) ... Z33 = ((0.93, 0.95, 0.97), (0.95, 0.98, 1))

⎞

⎟
⎠

Zij denotes aZ-number-valued degree towhich the i-th criterion is preferred to the j-th
one. For example, Z21 = ((2.94, 3, 3.06), (0.7, 0.8, 0.9)) is a Z-number-valued degree
to which C2 is preferred to C1. The value of inconsistency index K for the considered
matrix (Zij) is K((Zij)) = 0.31(computed in the basis of Definition 4). The value of Cov
is found as Cov(Zij) = 0.5Cov(Aij) + 0.5Cov(Bij). The overall coverage obtained by
using (10) is Cov((Zij)) = 0.14.

Another Z-number-valued matrix (Z ′
ij) is consistency driven one:

⎛

⎜
⎝

Z11 = ((1, 1, 1), (1, 1, 1)) ... Z13 = ((3.65, 3.651, 3.6512), (0.997, 0.9973, 0.9973))

Z21 = ((2.4827, 2.483, 2.483), (0.78, 0.78, 0.99)) ... Z23 = ((9.06, 9.06, 9.064), (0.99, 0.99, 0.995))

Z31 = ((0.28, 0.28, 0.278), (0.0078, 0.008, 0.50)) ... Z33 = ((1, 1, 1), (1, 1, 1))

⎞

⎟
⎠

The computed value of K is K((Z ′
ij)) = 0.003. The overall Cov((Z ′

ij)) = 0.035 and
is quite lower than Cov((Zij)) = 0.14. Thus, when obtaining consistent matrix Z ′

ij, one
may loss information contained in initial inconsistent (Zij).

5 Conclusion

Real-world preferences are characterized by imprecise and partially reliable information.
AZ-number is a formal construct used to describe such kind of information. In this paper,
we consider some issues related to consistency and informativeness of Z-number-valued
pairwise comparisons matrix. A problem of foreign market selection is considered. The
results show that it is needed to develop a technique to reduce loss of information when
deriving consistent PCMs with Z-number-valued elements.
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Abstract. Intelligent Transportation System (ITS) has generated a lot of research
interest in the last few decades. Many problems have been identified in this area,
among which autonomous parking has attracted more attention. Automatically
parkingvehicles in a confined space - an areawhere there aremoving and stationary
obstacles - is a challenge. Therefore, the development of parking systems based
on new technologies, the placement of a more optimal number of cars in a limited
space has become an urgent problem at a time when there is a large number of
ground vehicles. The article has developed an automatic parking algorithm based
on fuzzy logic. A new model of the parking lot was proposed, as well as the
development of an automatic parking control system for passenger cars in the
proposed parking lot. To solve this problem, it is proposed to divide the parking
space by methods of the theory of fuzzy sets and fuzzy logic.

Keywords: Intelligent transport system · Automatic parking system · Fuzzy
logic · Fuzzy controller · Ultrasonic sensors

1 Introduction

With the rapid growth of the urban population and an increase in the standard of living,
the number of vehicles has increased dramatically. The rapid growth in the number of
owners of city cars not only increases the burden on urban transport, but also deepens
the problem of lack of parking spaces. Today in our city there is a sufficient density of
cars, which negatively affects the way of life of people. To eliminate this problem, it is
necessary to develop a parking system based on a new technology.

Manyautomotive industries areworkingon thedevelopment of autonomousvehicles,
introducing artificial intelligence into machines and machine learning. Autonomous
vehicle parking is also one of the parts of a fully autonomous vehicle, where the vehicle
is parked independently, determining close conditions [1, 2].

Parking is the process of temporarily storing a car in a parking lot on demand.
Nowadays, when a driver approaches a parking space, he receives information about the
availability of free space in the existing parking space, and then places the car in a certain
place. It is able to help drivers automatically drive a vehicle in difficult conditions where
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a lot of attention and experience is required, thereby saving the driver from complex
parking procedures and helping to park the car more efficiently.

The main problemwith automatic parking is the formation of the trajectory of move-
ment, tracking the trajectory of movement, the optimal distribution of the available area.
In general, one of the main issues when parking is the placement of a large number of
cars on the existing territory.

Currently, intelligent vehicles are the main direction of the development of the auto-
motive industry and the object of research of the largest domestic and foreign automak-
ers and research institutes. All over the world, there are many problems associated with
parking cars in large cities. It also requires a lot of attention to the automatic parking
technology.

The autonomous intelligent parking system mainly includes four stages;

– receiving an object;
– road planning;
– track the path;
– human-machine interface (HMI);

In general, simple autonomous parking systems are performed in the following
sequence: empty parking space detection, trajectory planning, trajectory monitoring
and control, speed control.

Currently, due to the rapid growth in the number of cars in the world, the problem of
organizing permanent storage of cars is urgent. The current problems in the intelligent
transport system have led to a lot of research over the past few decades. Intelligent traffic
tracking and control system is the main technology of intelligent vehicles.

Nowadays, intelligent recognition of parking spaces is associated with machine
vision and target detection and recognition technology. The growing interest in auto-
mated transport systems and the corresponding involvement of many researchers in this
field in recent years have led to the development of various algorithms [3].

Automatic parking [4], widely discussed. Currently, there are two main methods
of studying automatic parking systems: research methods based on ultrasonic sensors
and methods based on visual sensors. Studies of automatic parking systems based on
ultrasonic sensors were started relatively early. Currently, ultrasonic sensors still play
an important role in the development of automatic parking systems. In [5], parking
technology and the results of his research in the field of parking are published and it is
proposed to use the dynamic optimization method to optimize maneuver planning. In
[6], investigates parking management methods based on fuzzy control theory. On the
basis of fuzzy rules control method, the function of automatic parking on the model
of the car is proposed. In [7], an algorithm for automatic traffic control during parking
was developed, based on the restrictions of the parking place and the kinematics of the
vehicle. In [7, 8], studies were developed on the planning and tracking of a Park Road,
and amethodwas proposed for planning a road based on an appropriatemap and tracking
the road using a controller based on the distance traveled. With the rapid development of
Image technology, some parking specialists began to apply image processing technology
for automatic parking systems.
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Intelligent recognition of parking spaces is also associated with machine vision
technology, target detection and recognition technology. Common research in this field
includes fuzzy PID regulation, fuzzy inference, neural network, or methods integrated
with various methods [9, 10].

Today, various automatic parking systems are created and applied. But there are still
problems in this area. There are many factors that affect the parking process, such as:
the length of the car, the steering angle, the size of the tires, etc.

In addition, there are a number of problems with the parking process. For example,
parking between two cars, between poles, against a wall, etc. can be. It should be borne
in mind that not every car has the same length and width. Therefore, there is no default
variable for the parking system, and there is no standard parking space in the world.
According to European standards, cars are divided into different classes according to
their size (see Table 1).

Table 1. Classification of automobiles and Euro Car Segment scheme

N Classification
by grades

Length
(m)

Width
(m)

Examples

1 Class A
(mini)

2.7–3.7 1.60–1.70 Fiat Panda, Smart EQ fortwo cabrio
Fiat500, Toyota Aygo, Volkswagen
Up!, Hyundai i10, Kia Picanto,
Peugeot 108, Citroën C1, Suzuki
Ignis. Renault Twingo

2 Class B
(small)

3.7–4.1 1.50–1.70 Toyota Yaris, Volkswagen Polo, Dacia
Sandero, Ford Fiesta, Citroën C3,
Mini, Renault Zoe, Skoda Fabia,
Hyundai i20, Seat Ibiza, Audi A1

3 Class C
(medium)

4.2–4.6 1.70–1.85 Mercedes-Benz A, Mazda 3, Honda
Civic, Toyota Corolla Sedan etc.

4 Class D
(large)

4.4–4.7 1.70–1.95 BMW 3 Series, Volkswagen Passat,
Tesla Model 3, Mercedes-Benz
C-Class, Audi A4/S4/RS4, Škoda
Superb, Volvo S60/V60, Peugeot 508,
Audi A5/S5/RS5, Ford Mondeo,
BMW 4 Series, Volkswagen Arteon,
Toyota Camry

5 Class E (Executive) 4.7–4.9 1.70–1.85 BMW 5-Series, Audi A6,
Mercedes-Benz E-Class, Jaguar XF,
Lexus GS, Chrysler 300

6 Class F
(luxury)

4.9–5.0 1.85–2.0 BMW 8 Series, BMW 7 Series,
Mercedes-Benz S-Class, Porsche
Panamera, Audi A8/S8

7 Class J
(Sport)

>5.0 >1.8 Kia Sorento, Mazda CX-5,Nissan
Juke, Chevrolet Trax, Suzuki Jimny

(continued)
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Table 1. (continued)

N Classification
by grades

Length
(m)

Width
(m)

Examples

8 Class M
(Multi)

>5.5 >1.95 Fiat 500L, Ford B-Max, Hyundai
ix20, Opel/Vauxhall Meriva, Kia
Venga

9 Class S (Sport) Not considered

Note. Classification is carried out according to various standards. In some states, cars are classified
by volume.

Sometimes it is very difficult to find a suitable place during the parking process.
Thus, despite the fact that this is an empty space, this area does not correspond to the
dimensions of the car, and as a result, the driver is forced to leave this parking lot, settling
in another compartment

2 Problem Statement

Let’s assume that you want to place as many cars as possible in a parking area the size
of NxM. To solve the problem, an algorithm was proposed using fuzzy set theory, fuzzy
logic.

1. First of all, with the help of ultrasonic sensors, the width and length of the parking
space are determined and the vehicle is localized.

2. A fuzzy logic controller can receive input data from various sensors. Ultrasonic
sensors can determine the distance between the car and obstacles. With fuzzy infer-
ence, the end result allows the car to distinguish between different environments and
perform any behavior.

3. In order to ensure the normal opening of the doors on both sides of the car, the system
usually determines the width of its parking by at least 60–70 cm along the width of
the car. If the width of the car is equal to C, then (C + 0.70) the distance should be
observed.

4. If the width of the parking space exceeds the minimumwidth of the required parking
space, the taskof planning the parkingpath and regulating thefinal state of the parking
lot is performed.

5. If the distance measured by the ultrasonic measuring module is less than the distance
required for normal parking, it turns out that there are not as many places as required,
and the driver offers a place in the new parking lot. The article offers two-and
four-zone parking.

The fuzzy controller is used to ensure the optimal distribution of parking space.
A fuzzy logic controller (FLC) with autonomous parking in this paper. Two ultrasonic
sensors are used to detect the parking space (see Fig. 1).
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Fig. 1. Fuzzy controller

The fuzzy controller is a Mamdani-type fuzzy logic output system. A fuzzy model
implements some real function f : DX1 × · · · · · · ×DXn → DZ that is determined by the
procedure for executing fuzzy rules. The Mamdani algorithm: Let us first note that the
mechanism of fuzzy conclusions used in various expert and control systems is based on
a knowledge base formed by specialists of the subject area in the form of a set of fuzzy
predicate rules of the form:

R1: IF X is A1, THEN Z is B1,
R2: IF X is A2, THEN Z is B2,
……….
RN: IF X is AN, THEN Z is BN

where x is an input variable (a name for known data values), z is an output variable
(a name for the data value to be calculated); Ai and Vi are fuzzy sets defined on X and
Z, respectively, using the membership and (z) functions [2].

To solve this problem, a corresponding base of rules of the fuzzy inference system is
created, containing the rules of fuzzy production. To solve this problem, the following
parameters are used:

– Input parameters

1. The size of the car entering the park or what class it belongs to-XN,
2. The size of the empty area in the parking lot- P1,P2,P3,P4

– Output parameters:

1. Decision on the placement of the car-PR

The fuzzy PID rule-base is a mapping between the inputs and the output; it contains
normal heuristic control rules of controlling a plant. A sample of the rules has the
following form:

Rule1. IF the size of the car is large, and the remaining free space in the first zone
is not large, and there is more space in the second zone than the size of the car, THEN
it is necessary to park the car in the second zone.

Rule 2. IF the size of the car is small, and the remaining space in the first field is
large, THEN the car should be parked in the first field.
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Since we know the minimum and maximum sizes of cars, we can determine the
intervals of change of the linguistic variable for each input (Table 1).

The input linguistic variables “Distance to the obstacle” have limits of acceptable
values from 0 to 5 m. (Class E, Class D). For other classes of cars, this size varies.

Each interval defined in this way is divided into regions: zero, close, middle, far,
very far (see, Table 1).

A fuzzy logic controller can receive input data from various sensors. Ultrasonic
sensors can determine the distance between the car and obstacles. The end result by
means of fuzzy output allows the car to distinguish different environments and perform
more expedient behavior. The fuzzy inference process shows that according to the fuzzy
rule base and the database that was created, the fuzzy input data is processed to generate
the corresponding control input data and control strategy.

3 Simulation and Performance Test of the System

In this, information related to the simulation of the system and the computer program
and simulation results for these scenarios will also be given.The program consists of the
integration of several programming languages, markup languages and hypertext design.
These languages include: html v� css and javascript. (the jQuery library is widely used).
These languages were only used to create part of the view. The fuzziness in the system
has been corrected to determine the size of the parking space in the parking space when
parking cars. Thus, when comparing the size of the car and the size of the remaining
parking space, specific terms such as “there is a place” or “there is no place” are not
used. At this time, the use of expressions such as “little space “or” a lot of space” made
it possible to use fuzziness.

The program allows the user to position the car and the parking point in the desired
position. The main window of the simulation program is shown in Fig. 2.

Fig. 2. Preview of the parking space
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The table records the largest space remaining in each parking zone and the total free
space remaining in this part. These locations change as each car is parked in this part.
At the very beginning of the program, the largest space left empty and the total space
left empty become the same in the packring areas where no cars are parked (see Figs. 3,
4, and 5).

Fig. 3. Table showing the size of parking

If there is not enough space in the parking zone in the first part, then it is allowed to
move to the second zone.But when a car of the appropriate size approaches the entrance,
it is placed in the place that remained in its first part, and the first parking area is filled.
Access to the second parking area continues.

Fig. 4. In the first part of the second parking zone there is not enough decision space



Development of an Automatic Parking Algorithm Based on Fuzzy Logic 435

Since the remaining territory at the second stop does not correspond to the size of
the next car, it is allowed to go to the third stop. Thus, this process continues until the
smallest area in the entire park area remains.

Fig. 5. Results of the program execution: all parking spaces are filled.

4 Conclusion

The paper develops an algorithm for automatic parking based on fuzzy logic. Here is
a new model of a parking lot. The issue of developing an automatic parking control
system for a passenger car in the proposed parking lot is being considered. To solve the
problem, it is proposed to divide the parking space using the methods of fuzzy set theory
and fuzzy logic.

When writing the practical part of his work, the following was done:

– the creation of an object was vaguely modeled taking into account its dynamic
characteristics, such as size, shape, as well as speed, rotation angle;

– using the theory of fuzzy sets, the optimal use of parking space was ensured.
(comparing the size of the machine and the size of the empty space).

The program is designed to work with the user in the interactive dialog mode.
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Abstract. As production in residential enterprises is based on labor, there is a
need for more workers than in other sectors. In the tourism sector, there is a
need for certain work in areas common to the customer, the need to properly
perform services for the first time, as well as qualified personnel for production
and consumption. Employees working in the tourism sector are more interested
in customers than employees in other sectors. In enterprises in the tourism sector,
employees satisfy customers and provide quality and efficient service; choosing
the right human resources is very important. The choice of human resources also
requires a very critical decision. In this study, fuzzy logic was applied in the
selection of human resources in the tourism sector. The 3 candidates selected
as examples in the study were evaluated within a total of 20 sub-criteria, which
constitute the main criteria of External Criteria, Internal Criteria, Professional
Competence, and Responsibility. As a result of the assessment, it was determined
that the most important criterion is professionalism. The most important sub-
criteria for candidates is experience and knowledge to work in the hotel business.

Keywords: Fuzzy logic · Fuzzy set · Tourism · Staff selection · Fuzzy analytical
hierarchy process

1 Introduction

Human resources considered the most valuable asset of an enterprise, play an important
role in the success of the enterprise. Due to the intense national and international compe-
tition between the enterprises and the uncertainties that arise with the market conditions,
a precise and understandable information flow cannot be provided in some cases [1].
Especially in a structure where verbal variables are predominant, a blur may occur due
to ambiguity and indecision. In such fuzzy environments, decision-making with fuzzy
numbers is preferred [1].

Hotels, which are part of accommodation businesses, which are one of the most
important building blocks of the tourism sector, are obliged to meet the mental needs of
individuals whowant to receive services, such as accommodation, food, and beverage, as
well as their basic needs. Travel agencies are another part of accommodation businesses
[2].
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Travel agencies are the places where all the requests and needs of those who want to
travel for service are answered in the promotion, information, and purchasing process
of any touristic product. While travel agencies ensure that hotels are preferred by the
service providers, hotels also provide product diversity for service providers who prefer
travel agencies [3].

In accommodation establishments, more workers are needed compared to other sec-
tors, since production is based on intensive labor. In the tourism sector, some features
such as the presence of certain works in common areas with customers, the necessity
of performing the services correctly at the first time, simultaneous production, and con-
sumption require qualified personnel [3]. Due to the labor-intensive and seasonal nature
of the tourism sector, there are some difficulties in the management of human resources.

Those in the field of management have realized that the employees are important
and that there is no business without employees. One of the most important duties of the
human resources department is the right selection of the employees applying for the job.
Whether an employee will be selected in an enterprise, and if so, which criteria should be
selected should be done with human resources planning. If a suitable employee for the
job is not selected, problems may arise between the service recipient and the provider.
Therefore, it is necessary to select the appropriate employee for the appropriate job [4].

Employees in the tourism sector are more interested in customers than employees
in other sectors. In the enterprises in the tourism sector, in order for the employees to
satisfy their customers and to provide a quality and efficient service; choosing the right
human resources is of great importance. As a result of the developments in globalization,
technology, and communication since the beginning of the 21st century, the level of
competition of enterprises in the tourism sector has been increasing. In an increasingly
competitive environment, businesses can only survive by making the selection of the
employees they serve more effectively [5].

After the development of technology, the effects of globalization can affect even the
smallest business. This effect increases the importance of human resources planning,
especially in the service sector and businesses where the workforce is at the forefront.
In this study, a personnel selection model has been created for the planning of human
resources in the tourism sector due to the difficulty of choosing the right service provider.
In the study, the application of the Fuzzy Analytical Hierarchy Process has been made
in the selection of personnel in the tourism sector [6].

2 Fuzzy Set Theory

Fuzzy logic shows the relationship between individuals when making decisions with
approximation rather than certainty [7, 8]. The most important part of fuzzy logic is that
individuals prefer approximate decision terms in situations that may vary from person to
personwhilemaking decisions. It is impossible for individuals to reach definite decisions
in these uncertain and fuzzy environmental situations. As Lotfi A. Zadeh stated in his
work titled “Fuzzy Sets”, uncertainties can be eliminated using fuzzy set theory [9, 10].
The real problem with the degree of membership in fuzzy set theory is represented by
conventional mathematical expressions. Fuzzy set theory is expressed as the tendency
of indecision to rationality due to inconsistency or uncertainty [11, 12].
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The mathematical expression of fuzzy numbers is defined as convex fuzzy sets with
membership degree between 0–1. Themembership function of a triangular fuzzy number
must have three basic properties [13–15].

3 Fuzzy Analytical Hierarchy Process

The Analytical Hierarchy Process (AHP), which was introduced for the first time by
Thomas L. Saaty in 1971, is preferred in cases where qualitative decisions need to be
made in multi-criteria problems [15]. AHP is based on decision makers’ rating criteria
using a pairwise comparison scale. The pairwise comparison scale used in the grading
of the criteria is made with exact values between 1 and 9. However, in cases where
the decisions made with the values used are uncertain or unstable, it is preferred to
use the numbers by converting them to fuzzy numbers. In such cases, instead of the
AHP method, the Fuzzy Analytical Hierarchy Process (FAHP) is used in uncertain and
complex situations [16].

Modeling can be done with the preference of fuzzy numbers in the uncertainty and
indecision of decision-makers in the face of situations. FAHP, based on the fuzzy pref-
erence values of the decision-makers, the general priorities values are obtained from
the special priority combination. FAHP completes the decision-making phase more pre-
cisely than the AHP method. Pairwise comparison numbers in the weight matrix used in
fuzzy field applications are chosen from fuzzy numbers [16]. Weight vectors and total
scores for each alternative are calculated using the procedures in Table 1.

In the FAHP method, first, all verbal expressions (criteria, sub-criteria, and alterna-
tives) are converted to fuzzy numbers. If there is no effect of the criteria on the sub-criteria
among the criteria, the effect of the criteria on the alternatives is created with the help
of triangular fuzzy numbers, and then the fuzzy priority matrix is obtained [16].

The fuzzy significance levels used in the FAHP method differ from the pairwise
comparison matrix used in the AHP method (Wang and Wang, 2010: 8518). While the
significance levels and triangular fuzzy numbers are being created, the data must meet
this condition x̃ij = (

1ij, aij, bij
) → x̃ 1ij = (1/aij, 1/bij, 1/1ij). Table 2 shows the

fuzzy significance scale.

Table 1. Fuzzy significance scale in FAHP

Explanation of binary comparison Fuzzy significance The inverse of fuzzy significance

Equally Important (1, 1, 1) (1, 1, 1)

Intermediate Value (1, 2, 3) (1/3, 1/2, 1/1)

A Little More Important (2, 3, 4) (1/4, 1/3, 1/2)

(continued)
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Table 1. (continued)

Explanation of binary comparison Fuzzy significance The inverse of fuzzy significance

Intermediate Value (3, 4, 5) (1/5, 1/4, 1/3)

Strongly Important (4, 5, 6) (1/6, 1/5, 1/4)

Intermediate Value (5, 6, 7) (1/7, 1/6, 1/5)

Very Strongly Important (6, 7, 8) (1/8, 1/7, 1/6)

Intermediate Value (7, 8, 9) (1/9, 1/8, 1/7)

Extremely Important (8, 9, 9) (1/9, 1/9, 1/8)

4 Application of Staff Selection in the Tourism Industry
with the Fuzzy Analytical Hierarchy Process

In the study, a suitable hotel business was determined by using the quota sampling
method among the hotels operating in Azerbaijan. All managers who influenced the
personnel selection in the selected hotel were accepted as decision-makers. The most
important limitation of the research is that this research was carried out only in line with
the opinions of 6 different department managers in the hotel business in Azerbaijan in
terms of the best use of time and the availability of financial opportunities.

4.1 Implementation of Fuzzy Algorithm

In order to express the FAHP method and to divide the problem into sub-problems, a
hierarchical structure is created and shown in Fig. 1. The criteria (sub-criteria) deter-
mined by the decision-makers to make comparisons; External Criteria (Military Service,
Gender, Driving License,Marital Status, and Travel Status), Internal Criteria (Persuasion
Ability, Communication Skill, Problem Solving Ability, Coping with Stress and Using
Time Effectively), Professional Competence (Experience, Educational Status, General
Program Knowledge, Program Knowledge, and Foreign Language) and Responsibility
(Leader Trait, Customer Focus, Result Orientation, Taking Responsibility and Team
Harmony).

For the main criteria in the hierarchical structure shown in Fig. 1, the group decision-
making method of paired comparisons made by 6 experts in the hotel business was used.
In practice, the calculations made in the pairwise comparison matrix created only for
the comparison of the main criteria are shown in detail in Table 2.
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Fig. 1. Hierarchical structure of personnel selection problem

Table 2. Fuzzy evaluation matrix of main criteria

EC IC PC R

EC 1 1 1 1/8 1/7 1/6 1/9 1/9 1/8 1/6 1/5 1/4

IC 6 7 8 1 1 1 1 1 1 1 1 1

PC 8 9 9 1 1 1 1 1 1 1 2 3

R 4 5 6 1 1 1 1/3 1/2 1 1 1 1

WA=(0.00, 0.31, 0.64, 0.05)
T

The calculation of fuzzy synthetic degree values for pairwise comparisons between
the main criteria is shown below, respectively.

SEC= (1.41, 1.46, 1.53) × (27.75, 31.94, 35.55)−1

SEC = (1.41, 1.46, 1.53) × (0.02815, 0.03131, 0.03606) = (0.0396, 0.0456, 0.0554)
SIC = (9, 10, 11) × (27.75, 31.94, 35.55)−1

SIC = (9, 10, 11) × (0.02815, 0.03129, 0.03606) = (0.2533, 0.3129, 0.3967)
SPC = (11, 13, 14) × (27.75, 31.94, 35.55)−1

SPC = (11, 13, 14) × (0.02815, 0.03129, 0.03606) = (0.3096, 0.4067, 0.5049)
SR = (6.34, 7.51, 9) × (27.75, 31.94, 35.55)−1

SR = (6.34, 7.51, 9) × (0.02815, 0.03129, 0.03606) = (0.1733, 0.2346, 0.3246)



442 A. Valiyev et al.

After the fuzzy synthetic degree values obtained as a result of pairwise comparisons
between the main criteria are found, comparisons of triangular fuzzy numbers are made
and the calculation of the importance weights of the criteria is shown below.

If V(SEC ≥ SIC ) = LIC ≥ UEC = 0.2533 ≥ 0.0557 Then µSEC(d) = 0
If V(SEC ≥ SPC ) = LPC ≥ UEC = 0.3094 ≥ 0.0557 Then µSEC(d) = 0
If V(SEC ≥ SR) = LR ≥ UEC = 0.3096 ≥ 0.0557 Then µSEC(d) = 0
V(SEC ≥SIC,SPC , SR) = min (0, 0, 0) = 0
If V(SIC ≥ SEC ) = MIC ≥ MEC = 0.3131 ≥ 0.0456 Then µSIC(d) = 1
V(SIC ≥ SPC ) = µSIC(d)= (0.3096–0.3967)/((0.3129–0.3965) − (0.4069–0.3096))
V(SIC ≥ SPC ) = µSIC(d)= 0.482
If V(SIC ≥ SR) = MIC ≥ MEC = 0.3129 ≥ 0.2346 Then µSIC(d) = 1
.
.
.
V(SR ≥ SPC ) = µSR(d)= 0.081
V(SR ≥ SEC,SIC , SPC) = min (1, 0.478, 0.081) = 0.081
d’(AEC ) = min V(SEC ≥ SK ) = 0
d’(AIC ) = min V(SIC ≥ SK )) = 0.482
d’(APC ) = min V(SPC ≥ SK )) = 1
d’(AR) = min V(SRC ≥ SK )) = 0.081

When the above operations are performed sequentially, the next step is to obtain the
weight vector (W′). The result obtained; W′ = (0, 0.482, 1, 0.081)T . The normalization
of this vector is completed by sequential division of the obtained data by 1.561 (0 +
0.482 + 1 + 0.081). As a result of this process WA = (0, 0.32, 0.65, 0.06)T weight
vector is obtained.

For other pair comparison matrices, the priority vectors were calculated using the
same algorithm above. Based on the pairmatrices and calculatedweight vectors obtained
as a result of the assessments, the following result was obtained (Table 3).

Table 3. Overall conclusion

Criteria Extrinsic Internal Professional
competence

Responsibility Importance weights

Weights 0,00 0,32 0,65 0,06

Alternatives

A 0,351 0,254 0,005 0,322

B 0,352 0,215 0,399 0,262

C 0,300 0,534 0,599 0,419

Total 1,000 1,000 1,000 1,000

A 0,00 0,079 0,004 0,017 0,1

(continued)
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Table 3. (continued)

Criteria Extrinsic Internal Professional
competence

Responsibility Importance weights

Weights 0,00 0,32 0,65 0,06

Alternatives

B 0,00 0,067 0,256 0,014 0,337

C 0,00 0,166 0,384 0,022 0, 572∗

Total 1,000

When personnel selection alternatives are examined according to the fuzzy logic
model, alternative C is preferred primarily with a value of 0.572. Alternative B with
0.337 and Alternative A with 0.1 prevail.

5 Conclusion

The study aims to select the most suitable staff in an enterprise operating in Azerbaijan
by applying the FAHP method, which is one of the most criteria-based decision-making
methods. Criteria were evaluated by studying the opinions of 6 managers (specialists)
who decided to select staff for a hotel job set for this purpose. After evaluating the
opinions of the experts, a selected group of students who graduated from Odlar Yurdu
University with a degree in “Organization of TourismWork” were included in themodel.

Considering the opinions of experts, the most important feature that applicants pay
attention to is experience and knowledge to work in the hotel business. When planning
staff, second-time applicants are required to have the most convincing skills, commu-
nication, and problem-solving skills. The distinctive feature of the applicants is that the
candidates are leaders in taking responsibility.

If education in vocational schools is carried out in the practical and business areas,
rather than in theory, it will be easier for graduates to move to work life. In future
research, multi-criteria decision-making methods may be used to select different staff
in different regions by adding additional criteria or using other criteria related to human
resource planning.
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Abstract. To assess the competitiveness of ports, an algorithm is proposed for
choosing a solution based on situational algorithms for processing fuzzy informa-
tion about factors that significantly affect their economic and economic activities.
It is important to select the corresponding port for shipping. Different approaches
have been accepted by carrying operators to estimate, analyze, and choose ports
of calls. Most of these techniques are totally based on evaluating various port
performance factors involved. The ports performance factors are related and are
of a complex characteristic. Comparative analyzing of ports by various estimating
technologies provides a basis for performing strategies for port and shipping oper-
ators. This paper goals to present interval type-2 fuzzy sets for choosing suitable
port for transportation. The proposed hybrid approach under interval type-2 fuzzy
sets is used environment to cover more of the vagueness of experts’ opinions and
expression in decision-making.

Keywords: Type-2 fuzzy logic · Port selection · Multicriteria decision making

1 Introduction

Currently, the ports are forced towork in an environmentwhere their financial well-being
depends primarily on the competitiveness of the port. Determining the indicators of the
competitiveness of ports and ways to improve them are becoming the most important
tasks, the solution ofwhich is directly related to the efficiency of the ports. A comparative
new concept of the competitiveness of ports in practice has appeared in the conditions
of a transitional economy has not yet received a clear and unambiguous definition.
Therefore, the task of determining the competitiveness of ports can be reduced to the
task of comparing themwith each other and choosing the best one according to common
indicators that are of the greatest interest from cargo suppliers and carriers.

The peculiarities of solving such comparison problems are not only in the absence
of a single base for assessing the economic and economic uncertainty of factors such as,
geographic proximity to the places of production and consumption of products deliv-
ered by sea transport, possibility of timely delivery of cargo to any port of the world,
technological and technical preparation of the port, effective use of the port’s production
facilities, quality and reliability of port services, financial and economic condition of the
port. The emulating atmosphere of ports has made many explorers to regard the vitality
of the most effective criteria in their performance estimation.
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R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 445–449, 2022.
https://doi.org/10.1007/978-3-030-92127-9_60

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_60&domain=pdf
http://orcid.org/0000-0001-5498-5982
https://doi.org/10.1007/978-3-030-92127-9_60


446 K. Aliyeva

A lot of these literatures have based their analysis on the factors advised by the
experts. Different articles have been founded on the selection of port rivalry criteria.
Researches founded by Ha [1], Lirn et al. [2], and Chou [3] comprise factors lead-
ing to ports’ performance evaluation such as delivered time, reliability, shipping costs,
port expenditures, service characteristics, port size, and accessibility. Su et al. [6] have
attempted to create a exhaustive performance measuring system by introducing a new
management tool so called the balanced scorecard. Considering the character of com-
mercial port activities, they have developed a lot of qualitative performance criteria,
especially, criteria’s such as finance, customer services, internal business process, train-
ing, and growth perspectives. This research classified the most defining factors through
this concept.

Song and Yeo [5] have attached an AHP method to compare various attributes of the
container terminal operations for ports situated at China and USA. They have selected
themost determining criteria based on the expert’s thinking in the region. Tai and Hwang
[7], Chou [8] have estimated and compared the suitability of somemodels for port selec-
tion as a determining issue in the present transborder vessel commerce and transporta-
tion market. His articles have focused on the possibilities of decreasing transportation
costs. In some article’s authors determine parameters for port performance estimation
have been provided. These articles have principally analyzed the influence of different
characteristics on port estimation.

This paper designed as follows. Section 2 introduces basic definitions of the fuzzy
Type-2 methodology that used in this problem. In Sect. 3, proposed method of the fuzzy
Type-2 methodology for the port selection problem. Section 4 presents the basic results
developed in this article.

2 Preliminaries

Definition 1. A Type-2 fuzzy set˜A on the universe of discourse X can be characterized
by its fuzzy membership function μA(x, u) [9].

A = {((x, u, μ
˜A(x, u))|∀x ∈ X ,∀u ∈ Jx ⊆ [0, 1]}, 0 ≤ μ

˜A(x, u) ≤ 1 (1)

Definition 2. An interval Type-2 fuzzy sets (IT2FS) ˜A on the universe of discourse X
is characterized by its upper A and lower membership function A.

˜Aα = {(x,U )|μ
˜A(x,U ) ≥ a, x ∈ X ,U ∈ Jx} (2)

Definition 3. The computational model of interval Type-2 fuzzy numbers extended to
Type-2 fuzzy numbers. ˜A1 and ˜A2 are positive interval Type-2 fuzzy numbers. Sum of
them is determined as follows:

˜A1 + ˜A2 = 〈AU
1 + AU

2 ;AL
1 + AL

2〉 =
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U
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∥

∥AU
j

∥

∥

∥ = aUj1 + aUj2 + aUj3 + aUj4
4
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∥

∥

∥AL
j

∥

∥

∥ = aLj1 + aLj2 + aLj3 + aLj4
4

(j = 1, 2) (5)

Definition 4. Let ˜Ai = 〈AU
i ;AL

i 〉 be two positive interval Type-2 fuzzy the expected
value of A is defined as.

˜Eλ(Ã) = Eλ(AU ) + Eλ(AU )

2
(6)

λ = 0.7, where λ ∈ [0; 1] is the index of optimism.

3 Statement of the Problem

The offered method of the fuzzy TOPSIS is used for the choice of the ports. For the
selection of the best port, three alternatives are selected:A1,A2 andA3. Four basic criteria
have been used: C1 – port performance, C2 – port accessibility, C3 – port tradition, C4
–government assistance. The comparative weights of the factors were defined as w1 =
0.35,w2 = 0.3,w3 = 0.20,w4 = 0.15, respectively. Assume that a linguistic performance
rating and codebook are represented in next form. (Table 1):

Very high = < 0.8, 0.9, 1, 1, 1; 0.8, 0.9, 1, 1, 0.9 >

High = < 0.7, 0.9, 1, 1, 1; 0.7, 0.9, 1, 1, 0.8 >

Average = < 0.4, 0.5, 0.6, 0.7, 1; 0.4, 0.5, 0.6, 0.7, 0.6 >

Table 1. Linguistic performance rating.

Attribute C1
performance

C2
accessibility

C3
tradition

C4
gov. assistance

A1 High High High Average

A2 Average Very high High High

A3 Avarage Very high Average Very high

The problem of selecting best port is to determine on alternative A, i = 1, 2, 3
(port 1, port 2, port 3) with maximal value of the utility function U.

U (A∗) = maxU (Ai); A1 ∈ A (7)

Step 1: State decision matrix for port selection problem:

d11 = d12 = d13 = d23 = d24 =< 0.7, 0.9, 1, 1, 1; 0.7, 0.9, 1, 1, 0.8 >
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d22 = d32 = d34 =< 0.8, 0.9, 1, 1, 1; 0.8, 0.9, 1, 1, 0.9 >

d14 = d21 = d31 = d34 =< 0.4, 0.5, 0.6, 0.7, 1; 0.4, 0.5, 0.6, 0.7, 0.6 >

Step 2. Normalize decision matrix D by (X-min)/(max-min):

d11 = d12 = d13 = d23 = d24 =< 0.4, 0.7, 0.7, 0.8, 1; 0.4, 0.7, 0.7, 0.8, 0.8 >

d22 = d32 = d34 =< 0.7, 0.9, 1, 1, 1; 0.7, 0.9, 1, 1, 0.9 >

d14 = d21 = d31 = d34 = < 0, 0.16, 0.33, 0.5, 1; 0, 0.16, 0.33, 0.5, 0.6 >

Step 3. Determine utility functions for all 3 ports:

UA1 = d11C1 + d12C2 + d13C3 + d14C4

UA2 = d21C1 + d22C2 + d23C3 + d24C4

UA3 = d31C1 + d32C2 + d33C3 + d34C4

At last, we get next utility grades for different ports

UA1 = < 0.47, 0.81, 0.86, 0.95, 1; 0.47, 0.81, 0.86, 0.95, 0.801 >

UA2 = < 0.38, 0.60, 0.67, 0.81, 1; 0.38, 0.60, 0.67, 0.81, 0.851 >

UA3 = < 0.21, 0.44, 0.45, 0.53, 1; 0.21, 0.44, 0.45, 0.53, 0.803 >

Step 4. For determining best port, we make ranking of UA1 ,UA2 ,UA3 . Assume that
decisionmaking is near optimistic andλ = 0.7 .Expected values for different alternatives
are

˜Eλ(˜A) = Eλ(AL) + Eλ(AU )

2
(8)

Eλ

(

AU
1

)

= 1[(1 − 0.7) (0.47 + 0.81) + 0.7(0.86 + 0.95)]/2 = 0.82

Eλ

(

AL
1

)

= 0.8[(1 − 0.7) (0.47 + 0.81) + 0.7(0.86 + 0.95)]/2 = 0.66

EVUA1
= 0.74

Eλ

(

AU
1

)

= 1[(1 − 0.7)(0.38 + 0.60) + 0.7(0.67 + 0.81)]/2 = 0.66
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Eλ

(

AL
2

)

= 0.85[(1 − 0.7)(0.38 + 0.60) + 0.7(0.67 + 0.81)]/2 = 0.56

EVUA2
= 0.61

Eλ

(

AU
3

)

= 1[(1 − 0.7) (0.21 + 0.44) + 0.7(0.45 + 0.53)]/2 = 0.44

Eλ

(

AL
3

)

= 0.8[(1 − 0.7) (0.21 + 0.44) + 0.7(0.45 + 0.53)]/2 = 0.35

EVUA3
= 0.40

EVUA1
= 0.74, EVUA2

= 0.61,EVUA3
= 0.40

After calculations and ranking we determine that best port is A1.

4 Conclusion

Port selection problem can be characterized with different factors such as port perfor-
mance, port accessibility, port tradition, government assistance. Tomake decision on port
selection we have used fuzzy Type-2 methodology to take more profoundly vagueness
appropriate the elaborate problem.
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Abstract. The principal focal point of Positive Psychotherapy (PP) is to specify
the “positive” and positively reinterpret the symptoms/disorders and help the per-
son lead a balanced personal life. Human life is considered within four- balance
dimensions; the body (senses), achievement (mind), relationships (traditions), and
the future/spirituality. Therefore, any individual experiencing conflicts is inclined
to cope with them through different dimensions. This study aimed to develop a PP
Balance model scale to be administered to university academicians. The survey
participants were picked through a random sampling method, in which 291 partic-
ipants out of 1200 were interviewed considering confidence range and sampling
error. The validity and reliability of 23 items were calculated.

In this study, the fuzzy logic approach is proposed to find a latent variable
(Balance) in measurable variables (body, achievement, relationships, and spiritu-
ality. The application of the fuzzy logic approach allows increasing the precision
of computing the personal life balance index.

Keywords: Positive psychotherapy · Fuzzy logic · Likert scale · Balance
model · The Cronbach’s Alpha test

1 Introduction

1.1 Theories of Positive Psychotherapy

There are four main theories to define “personality”: personal characteristics theory,
psychodynamic theory, humanistic theory, and unifying theory [1]. These theories
attempted to explain an individual’s behaviours in terms of instinct and drive. In later
years, several psychotherapy movements such as individual psychology, existential-
ist, individual-oriented, gestalt, behaviourist, cognitive behaviourist, reality, short-term
solution-oriented, narrative, and feminist [2]. One of these movements is positive psy-
chotherapy, firstly developed in Germany [3]. When personality is at stake, positive
psychology focuses more on well-being, subjective well-being, life satisfaction, hope,
optimism, Flow, developing capacity, forgiveness, awareness, morality, responsibility,
altruism, professional ethics, and happiness [4]. There have been developments in posi-
tive interferences through this movement which put forth individuals’ positive feelings,
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thoughts, and behaviours. These activities helped individuals feel better and more pow-
erful [5]. In this respect, individuals should systematically and effectively exhibit posi-
tive feelings, thoughts, and behaviours, bringing about positive psychotherapy models.
Studies in positive psychotherapy proved to be effective in preventive, constructive, and
curative issues. For example, in studies [6] done, it has been observed that individu-
als receiving positive psychotherapy have more powerful therapeutic bonds, felt more
efficient, and suffered fewer mental disorders. Positive psychotherapy is a therapeutic
approach with its peculiar principles and interference based on source-tendency and
clash-solution. Clash-solution therapeutic approach is a natural result of social interac-
tion, defined as the opposition, disagreement, and resistance between two people [7].
Resistance affects individuals’ way of living. The most effective way of solving conflicts
is to know the reasons before anything else. At this point, the reasons for behaviours
should be considered rather than interactions among individuals [8]. Job motivation
can be associated with contextual elements in cultural and individual inclinations and
be defined as the willingness in high-level efforts to achieve organizational targets [9].
Positive psychotherapy mainly focuses on specifying what is positive, reinterprets the
symptoms/problems, and helps the involved have a balanced life. Besides a therapeutic
method in a short-term consultation process, there is a long-term psychotherapy method
[10].

2 Positive Psychotherapy Balance Model

Positive Psychotherapy examines human life in four dimensions; body (senses), achieve-
ment, relationships (traditions), and future/spirituality. These four dimensions influence
the life of a positive individual and are explained by one’s learning skill and knowledge,
which are the indications of an individual’s self and environmental perception as well as
how the realities are interpreted. Every individual tries to cope with conflicts in different
dimensions and adapts to new inclinations. While some react by developing physical
symptoms, other head towards work/performance, some avoid social or establish social
interaction, and some have fantasies [11].

Balance 

Body 

Achivement

Relationships

Spirituality

Fig. 1. Balance model in positive psychotherapy
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Except for this study, research to investigate PP Balance Model (see Fig. 1) among
academicians has not yet been done. In PP applications, besides their personality traits,
balance principles are effectively practised making individuals healthy and productive
[11].

3 Methodology

3.1 Data Collection and Sampling

The survey participants were 300 academicians from one of the universities of North
Cyprus. The participants, specified through the random sampling method, were 300
academicians at a university in North Cyprus in the 2018–2019 academic years with
a %95 reliability gap and % five sampling- errors. Totally 291 participants returned
completed questionnaires. According to gender, %59.24 were female and %40.76 were
male, %32.70 30 years of age and below, %41.23 between 31–39, and %26.07 over
40 years of age, %67.77 married, %32.23 single, %54.98 with children, and % 45.02
with no children. The descriptive statistic method [12] was conducted to design a Likert
scale tomeasure PPBalancemodel. The datawas processed using the Statistical Package
for Social Sciences (SPSS-24.0) and structural equationModelling package AMOS 24.0
[13]. The commentary and confirmatory factor were used for the validity analysis of the
PP BalanceModel Scale. The fitness of the data set to multi-variable normal distribution
was overviewed, and Kaiser-Meyer-Olkin (KMO) coefficient and Bartlett’s global test
were administered. Firstly, the data set went through a commentary factor analysis
and then specified the scale’s factor structure, followed by a confirmative analysis for
structural validity. The factor loads higher than 0, 70 were chosen. The reliability of
the scale was tested using The Cronbach’s Alpha test. The internal consistency test was
administered to examine items correlations.

3.2 Design Likert Scale

In total 51 questions related to Achievement, Relationships, Body, and Imagination, on
the PP Balance Model Scale were subjected to a confirmatory factor analysis test for
the validity analysis. The 23 questions were selected as valid questions to measure the
balance.

The questions were written in 5-Likert type and answered with scales as “Never”
(N), “Rarely” (R), “Sometimes” (S), “Usually” (U), “Always” (A).

Table 1 presents the results of the analysis performed by SPSS software.
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Table 1. Factor structure and factor loads of PP balance model scale

Items Factors

F1 F2 F3 F4

Imagine myself somewhere different when stressed 0,90

I’m very hopeful for my future 0,88

Sometimes I reflect my imaginations to my real life 0,88

Belief is partial success for me 0,84

I always think of my future 0,84

I like thinking of my future 0,80

I can cope with problems 0,78

I’m a perfectionist 0,78

I believe I’m achieving my aims in my profession 0,75

Success is my priority 0,75

I care for my self-development 0,71

Prestige in my profession is important for me 0,70

I’m careful about my job responsibilities 0,69

One’s intelligence is important for me 0,66

I believe we work in a positive environment 0,82

I have good relationship with the staff 0,81

One should express himself in a comfortable environment 0,80

I’m happy with my work environment 0,80

Relationships among juniors and seniors is important for me 0,79

I’m careful about my physical appearance 0,90

I usually feel energetic 0,87

I’m pleased with my physical appearance 0,86

I spare time for physical activities 0,83

Notations: F1- Future/Spirituality; F2-Achievement; F3-Relationship; F4-Body. The
Cronbach alfa test was administered, and item-total correlations were studied to confirm
the reliability of the subject questions (see Table 2).
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Table 2. The Cronbach Alpha test results

Factors α

Body 0, 910

Achievement 0, 884

Relationship 0, 874

Future/Spirituality 0,937

Structural equationmodellingwas established using theAMOS software (see Fig. 2).

Fig. 2. Structural equation model shown intensity relation between of items

Table 3 presents the final version of the questionnaire. It is based on the statistical
analysis and structural equation modelling results (N-Never; R-Rarely; S-Sometimes;
U-Ususly; A-Always).
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Table 3. The final version of the questionnaire

No. Questions N
1

R
2

S
3

U
4

A
5

1 I’m careful about my physical appearance

2 I usually feel energetic

3 I’m pleased with my physical appearance

4 I spare time for physical activities

5 I believe we work in a positive environment

6 I have good relationship with the staff

7 One should express himself in a comfortable environment

8 I’m happy with my work environment

9 Relationships among juniors and seniors is important for me

10 I can cope with problems

11 I’m a perfectionist

12 I believe I’m achieving my aims in my profession

13 Success is my priority

14 I care for my self-development

15 Prestige in my profession is important for me

16 I’m careful about my job responsibilities

17 One’s intelligence is important for me

18 I imagine myself somewhere different when stressed

19 I’m very hopeful for my future

20 Sometimes I reflect my imaginations to my real life

21 Belief is partial success for me

22 I always think of my future

23 I like thinking of my future

4 Fuzzy Logic Evaluation Results of Measurement

As shown in Table 3, the measurement scales have categorized (fixed) values: for Never-
1; Rarely-2; Sometimes-3; Usually 4; Always-5. In the classical approach, respondents
have chosen only one level from 5 levels Never, Rarely, Sometimes, Usually, Always.
But in the real world, selecting only one categorized level does not reflect a genuine
attitude of the respondent in expressing their opinion. As shown in [14], Likert scales
with categorized intervals lack and do not handle the subjective error and uncertainty
introduced by the respondent. For this reason, instead of the conventional Likert scale,
the fuzzy logic approach is used to evaluate the latent variable. Fuzzy logic evaluation
allows evaluating the opinion of survey participants using the partial reliability for two’s
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neighbours’ levels. The fuzzy logic evaluation approach involves in steps has been shown
in Fig. 4.

Fuzzification
Fuzzification is a transformation of the Likert scales levels to the overlapping member-
ship functions for each question. A standard triangular membership function is used in
the present study. Figure 5 shows an example of fuzzification of the Input “Belief is a
partial success for me”.

Fuzzifi- Inference Defuzzifi-

Computation of 
Balance with LV 

Transformation of 
inputs to fuzzy LV 

Balance index  

Inputs 
X1-X23 

Fig. 4. Fuzzy evaluation steps

Fig. 5. Fuzzification of the item “Belief is a partial success for me”

In classical Likert scales two membership degrees are used: 1- belonging to level
and 0-not belonging. The membership degree μ(x) of variables x varies between [0–1].
As shown in Fig. 5, the value for x = 2.5 falls on two fuzzy linguistic variables (LV):
Sometimes and Usually with the degrees:

μusually(x) = 0.8;μsometimes(x) = 0.2

Thus conventional Likert scales have exceptional cases of fuzzy set that linguistic
variables have membership degree between [0–1].

Fuzzy Inference Using If-Then Rules
After grouping the questions into four factors (Body, Achievement, Relationship and
Spirituality), we reduce inputs up to 4. Thus the system has four inputs (B, A, R, and
SP). Each input has five linguistic variables and one output (Balance) with five linguistic
variables. The linguistic variables for inputs and output are expressed as Never; Rarely;
Sometimes; Usually; Always. The FuzzyTech software [15] is used for modelling. The
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If-Then rules are used to define a relationship between inputs and output. The fuzzy
inference identifies the rules regarding the current inputs and computes the output lin-
guistic variable. The 30 significant rules were chosen, with the expert’s opinions. Below
is given the fragment of the selected rules:

1. If (B is U and A is S and R is U and SP is U), Then Balance is U
2. If (B is S and A is U and R is U and SP is R), Then Balance is S
3. If (B is R and A is S and R is U and S is S), Then Balance is S
4. If (B is U and A is S and R is S and SP is U), Then Balance is U
5. If (B is A and A is U and R is A and SP is U), Then Balance is A

Aggregation is based on Mamdani MIN-MAX method [16].
The Medium -of- Maximum (MOM) method was used for defuzzification. For

example, for rule 4, the fuzzy Balance is defined as

μBalance = (μN = 0. 00, μR = 0. 00, μS = 0. 35, μU = 65, μA = 0. 00).

and the result of defuzzification gives Balance index = 0.8

5 Conclusion

In this study the four-dimension PP Balance model Scale for Academicians has been
developed. The scale reliability measured by Gronbach alfa is 0. 99 for the body, 0.88 for
achievement, 0.87 for relationship and 0.93 for spirituality. The proposed questionnaire
consists of 23 items evaluated by 5-scales. Fifty-one were selected in terms of factor
structure and load (factor loads > 0.7). The validity and reliability of the scale were
tested using Statistical Software Packages for Social Sciences SPSS-24.0 and Structural
Equation Modelling AMOS 26.

The categorized intervals such as (Never, Rarely, Sometimes, Usually and Always)
in the questionnaires yield the vagueness and inaccuracy related to data acquisition.
Unfortunately, the statistical approach used today for data processing does not consider
this imprecision inherent in input data.

The application of fuzzy logic evaluation allows to handle the imprecision and vague-
ness of input data and compute Balance in terms of measurable variables of Body,
Achievement, Relationship and Spirituality. The basic steps of fuzzy logic modelling,
including fuzzification of psychological variables, inference and defuzzification, are
considered using the FuzzyTech software.
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Abstract. In this article, the results of adhesive wear tests in body fluid of differ-
ent fiber-reinforced HDPE matrix polymer composite materials were investigated
mathematically with the help of adaptive neuro-fuzzy infernece system (ANFIS).
25 different data were used in the calculations. 2/3 of these data were used for
training and 1/3 for NN test, and it was determined that the data obtained as a
result of the calculations largely overlapped with the experimental data.

Keywords: ANFIS · Fuzzy set · Composite materials · HDPE · Adhesive wear

1 Introduction

A composite material is basically a material system consisting of a mixture or combina-
tion of two ormore components that do notmixwith each other and have the composition
of at least two different materials. Composite materials can be obtained by physically
combining these materials under certain conditions and rate in order to get a clear feature
from at least two separate substances that are not used directly for the desired purpose.

Compositematerials have advantages such as high strength, lightness, design elastic-
ity, dimensional stability, high dielectric resistance, corrosion resistance, ease of mold-
ing, surface applications, high heat resistance, high chemical resistance, as well as the
characteristics of the manufacturing materials.

The use of artificial intelligence in the production of composite materials and
determining their different properties is increasing rapidly.

As a result of the literature review, it has been seen that various databases have been
created and widely used by scientists for the prices and different parameters of existing
materials [1–3].

According to Rakkugila et al. [4] machine learning algorithms are used to synthesize
and characterize new hybrid grade materials, and they think this method could replace
experimental ones in the future.

Modeling in the field of materials science and the application of different mathemat-
ical methods, especially fuzzy logic, have been found to be effective in the development
of newmaterials and improvement of the results [5–8]. Due to the complexity and uncer-
tainty of the experimental data, the use of fuzzy logic to model different properties of
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composite materials showed positive affect to the development of the properties of these
materials [1, 5–7]. Particularly, it can be used to derive models from big data on material
properties and production process parameters.

In this article, ANFIS is used to predict the adhesive wear rate in body fluid in
different fiber-reinforced HDPE matrix composite materials.

The article is organized as follows. In Sect. 2, the preliminary material used in the
paper is given. In Sect. 3, Neural Network is explored to predict the adhesive wear rate
of composite materials. Section 4 concludes the paper.

2 Preliminaries

Definition 1. A fuzzy number. A fuzzy number is a fuzzy set A on R which possesses
the following properties: a) A is a normal fuzzy set; b) A is a convex fuzzy set; c) α-cut of
A, Aα is a closed interval for every α ∈ (0, 1]; d) the support of A, supp (A) is bounded.
Definition 2. The sigmoidal membership function used here depends on the two
parameters a and c and is given by

f (x; a, c) = 1

1 + e−a(x−c)

The membership function dsigmf depends on four parameters, a1, c1, a2, and c2,
and it is the difference between two of these sigmoidal functions. f1(x; a1, c1) – f2(x;
a2, c2) The parameters are listed in the order: [a1, c1, a2, c2]. In MATLAB environment
sigmoidal membership function is described as y = dsigmf (x, [a1, c1, a2, c2]).

Fig. 1. Structure of neural network



Application of ANFIS to Predict Adhesive Wear Rate 461

Structure of the Neural network is given in Fig. 1. Described neural network consist
of two inputs, one hidden layer and one output. The network is trained on the basis of a
hybrid method.

3 An Application

As clustering method is used grid partition method, inference method Sugeno, member-
ship functions dsigmf -sigmoid membership function (1), implication -min, aggregation
-max, defuzzification -center of gravity method are selected. In calculations 25 data are
used. From these data 2/3 were used for training, and 1/3 data were used for testing of
NN. Fragment of the initial data is given in Table 1.

Table 1. Fragment of the initial data

Composite
examples

Hardness
(Shore D)

Load
(N)

Wear volume
(mm3)

5,1 64,45 50 6,32

5,2 67,216 50 24

5,3 68,6 50 21,71

5,4 68,9 50 22,11

5,5 71,0625 50 13,21

5,6 72,1 50 18,89

5,7 62,74 50 19,69

5,8 62,94 50 21,24

5,9 63,2 50 19,02

5,10 63,485 50 29,07

Membership functions of the input variables are represented in Fig. 2.

Fig. 2. Membership functions of the input variables



462 M. B. Babanli and K. H. Ismayilova

Usinggrid partitionmethod16 rules are formulated (Fig. 3) and result for determining
output is given in Fig. 4.

Fig. 3. Representation of the knowledgebase

According to values of input1 and input 2 is defined output as 35.2 (using neural
network) and Fragment of tested data are given in Table 2.

Fig. 4. The results of the networks grid partition method.
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Table 2. Fragment of tested data.

X1 X2 Output Defined

5,19 64,375 31,67 33,5 3,3489

5,2 63,7625 34,76 35,2 0,1936

5,21 64,9 35,81 37,8 3,9601

5,11 64,942 23,17 24,5 1,7689

5,23 64,5625 44,18 41,4 7,7284

5,24 63,2375 42,99 41,8 1,4161

5,25 61,7875 1,35 1,92 0,3249

RMSE 4,329076

The results are comprised with results of the practical data Root Mean Square Error
(RMSE) defined as 4.32%. All calculations are made in MATLAB environment.

Obtained results give the basis to approve, that forecasts made by using adaptive
neuro-fuzzy inference system are more reliable and exact.

4 Conclusion

The results of the ANFIS used to predict adhesive wear rates in composite materials
with different fibrous HDPEmatrices are the result of practical data from the Root Mean
Square Error (RMSE), defined as 4.32%. The results confirm that predictions made with
fuzzy neural networks are more reliable and more accurate.
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Abstract. Advanced technology provides many opportunities to be utilized.
Nowadays, window of opportunity is opened through digital marketing, which
is a great tool to gain a competitive advantage over rivals. However, the ineffec-
tive use of digital marketing analytics and tools based on the insufficient or the
wrong decisions will not bring any benefit to the companies. Especially during
pandemic outbreak, digital marketing has gained a great popularity and become
very useful for both companies and customers. In this state-of-art research we ana-
lyze the existing literature associated with digital marketing that is based on fuzzy
logic. Several important research and their methodology were analyzed to provide
a view of the existing studies that associate the digital marketing with the fuzzy
logic. The main problem related to analyzed literature is the lack of certainty and
reliability of the data provided. At the end, a proposedmodel under Z-environment
is given for the decision-making process related to digital marketing analytics and
tools.

Keywords: Fuzzy logic · Digital marketing · Z-environment · Decision making ·
Social media marketing · e-commerce

1 Introduction

Because of the several situations such as economic crisis and inflation, expiring industries
and sectors, advanced technology, etc., marketing role and strategy have dramatically
changed in the last decades. This diversification shifts marketing executives towards
being more market-driven i.e., customer oriented. Providing satisfaction for todays’ cus-
tomers somehow related to acquiring timely and appropriate information about customer
preferences, marketplace, and external environment. As a result of advanced technol-
ogy and use of internet, digital marketing has become so popular. The companies such
as Amazon, Alibaba, and Google have radically changed the way of selling something
through using internet [1]. Use of digital marketing provides great advantages for the
governments to be explored [2].
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As the consumers are constantly interacting with the web and social media channels
across the globe, buying preferences and decisions tend to change. Digital marketing
technologies are implemented to keep pace with the changing demand of the customers
[3]. In one of the researches [3] managers were asked to rate the benefits provided
through digital marketing. As a result, information exchange, ease of use, knowledge
acquisition, promotion of external and internal relationship, supporting decisionmaking,
are the main factors for using digital marketing, respectively.

It can be concluded that technological improvements may provide better cus-
tomer satisfaction and competitive advantage through deep understanding of customer
perceptions, customer engagement and building long-term customer relationship [4].

There are several effective digital marketing technologies to be utilized by the com-
panies. The major problem is to find the best digital marketing tool to imply in order
to gain the competitive edge over rivalry. Unfortunately, there are limited number of
research about this evaluation and selection process. Some of the mentioned researches
have used fuzzy-AHP (Analytical Hierarchy Process) approach for multi-criteria deci-
sion making (MCDM) which is proposed for the decision makers to ease their digital
marketing tool selection process and to achieve their strategic objectives [5], AHP and
CORPAS integration approach where, AHP is used for weight of criteria determina-
tion and CORPAS is used for alternative evaluation and ranking [6], fuzzy-TOPSIS and
fuzzy-AHP integration were used to evaluate the alternatives and select the best digital
marketing tool based on the given criteria, and ranking [7]. Here, the main problem is
related to uncertainty of the considered variables and the ignored reliability.

The main purpose of this study is to analyze the existing literature related to use
of fuzzy logic in digital marketing field and find out the existing gaps in this research
field. The remaining of the paper is structured as the following. Section 2 involves
preliminary information, and it is followed by the background information about the
existing researches. Moreover, Sect. 4 involves suggestion for the gap in the literature.
Finally, in Sect. 6 conclusion points are presented.

2 Preliminaries

Definition 1. Fuzzy numbers [8]: In the real-world environment, decision-making pro-
cess is usually uncertain considering possibility of the values of interest. Moreover, the
possible degrees of this vagueness or uncertainty are also unknown to DMs. Assigned
degree for each possible value of x, in a fuzzy set is μ(x)ε[0, 1].

x0 ∈ R,whereμM (x0) = 1

for any 0 ≤ α ≤ 1,Aα = [x, μAα (x) ≥ α] is a closed interval, where F(R) (1)

Definition 2. Random variables [8]: Random variables consist of two types, which are
classified as continuous random variables and discrete random variables. Continuous
variable which can be indicated by X, can take endless numerical outcomes of possible
values x. Conversely, for a discrete random variable, X can only take countable distinct
values.
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Definition 3. Triangular fuzzy numbers [9]: A triangular fuzzy number is indicated by
QA as a triplet, shown as (a1, a2, a3), where the membership is defined using the formula
given below (2).

(2)

Definition 4. Z-numbers [10, 11]: Acquired information or data must be reliable in
order to make a sound decision. Z-number principle is based on this reality. Z-number
is defined as a theory which comprises two parts of A and B, or Z = (A, B). Within this
ordered pair of representation, A stands for a fuzzy constraint, or a restriction based on
the real values that X a random variable, can take; whereas the second part B, stands for
the fuzzy value for the probabilistic measure of reliability on the identified first part, A.
Furthermore, both A and B are indicated in natural language-NL, which are the fuzzy
numbers.

Definition 5. Z-valued matrix [12]: Z-valued matrix is a matrix for Z-number elements,
that indicates the partial reliability of the data based on the random variable values of
Xij, i, j = 1, . . . , n:

(Zij = (
Aij,Bij)

) =
⎛

⎝
Z11 = (A11,B11))

.

Zn1 = (An1,Bn1))

. . .

. . .

. . .

Z1n = (A1n,B1n))

.

Znn = (Ann,Bnn))

⎞

⎠ (3)

3 Background Information About Digital Marketing and Its
Practices

There are various researches about the selection of the best digital marketing tool; such
as acquiring the information about the perspectives of job seekers related to necessary
digital marketing tool usage for the recruitment [13]. In this study some social media-
based digital marketing tools are analyzed using a structured questionnaire based on
non-probability sampling method. The main disadvantages or restrictions of this study
are that the information is not generalizable to the target population and measuring
the representativeness of the sample is not possible due to incalculable sampling error
estimates.

In a research [14], some factors and actions in digital marketing environment impor-
tant for attracting and retaining the users are analyzed using the Delphi method through
in-dept interviews. Limitations of this research is related to number of subjective expert
decisions, which decreases the reliability. In another research [15], digital marketing
technologies are evaluated in terms of adoption of the most appropriate technology by
startups, based on the existing literature. In this research, some variables such as ease
of use, perceived benefits, cost and so forth are considered for the evaluation. In [16],
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researchers took the experts opinions based on the research of finding the best digi-
tal marketing method to be utilized. Here, interviews are used during a specific period
of time, however, again the decision makers’ opinions are crisp, not fuzzy. In another
research [17] based on evaluation of digital marketing management, dynamic perfor-
mance modelling was used. TOPSIS method was used for this decision-making process.
Furthermore, study states that the use of this method proposes more practical abilities
than one-time model construction based on the identical data in fuzzy method.

Fuzzy-TOPSIS and fuzzy-AHP integration were used by the researches to evaluate
the alternatives and select the best digital marketing tool based on the given criteria, and
ranking. According to results of this research, remarketing advertising is selected to be
the best alternative digital marketing tool to be used which is followed by social media
ad, ad-per-impression, ad-per-click, affiliate ad, banner marketing and email-ad [7].

3.1 Decision Making for Social Media Marketing (SMM) Practices

Social media marketing as a part of digital marketing, has gained a great importance with
increase in access to internet and availability of smartphones. Social media marketing
enables the share of information and knowledge, and marketing of goods and services,
through effective communication [4]. Today, social media is used by marketing exec-
utives as a part of their marketing strategy. Social media can provide a wide array of
information about the consumer behavior, their perceptions, their preferences toward
brands and campaigns, past preferences, and the personality traits of the customers, and
the brand loyalty. This bulk of information is the crucial one for understanding the target
customer for better serving [18]. More information about the customers and marketing
environment provides better understanding of the needs, wants of the customers and
the rivalry. As a result, better marketing strategies with more informed decisions can be
made [19]. Social media provides us the information about the perceptions, thoughts,
and demographics of the customers through the shared contents. The mostly used 5
social media channels worldwide, in 2021 are listed in Table 1 [20].

Table 1. Most popular social networks worldwide, 2021 (Statista)

Social media Active users (in millions)

Facebook 2797

YouTube 2291

WhatsApp 2000

Facebook Messenger 1300

Instagram 1287

By considering the above Table 1, marketers can gather the customer-related infor-
mation from these socialmedia channels and use it inmarketing decisionmaking process,
constructing marketing strategies, and marketing mix (4Ps).
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Another popular social media network is Twitter, with the 396 million active users
[20]. There are lots of researches about analyzing the tweets and database of Facebook
to gain information. Sentiment analysis, social bots and artificial intelligence and neural
network-based techniques can be used to analyze the huge amount of data.

A research related to use of fuzzy logic in social media analysis suggest a digital
marketing tool through combination of fuzzy logic and social bots with data mining for
an effective targeting and communication ability, which can be very useful for customer
relationship management.

Another research uses a new set of fuzzy rules consisted of multiple lexicons and
datasets to analyze the sentiment of the social media posts shared by the target audience.
In this research Natural Language Processing techniques and Word Sense Disambigua-
tion is integrated through the proposed fuzzy system for the classification of social media
posts as neutral, negative or positive sentiments [21].

Hybrid model research about optimal social media channel selection problem sug-
gests the use ANP and fuzzy logic for determination of importance of social media
channel criteria weights, in the fuzzy environment. Later, CORPAS-G method is uti-
lized to analyse the alternatives and find out the ranking for them in order to select the
best social media platform [22].

3.2 Fuzzy Logic and e-commerce

There are several research that apply the fuzzy logic to e-commerce platforms that
involvesB2B andB2Cmarketing. For instance, in research [23] fuzzy logic-based highly
adaptive recommender system especially for B2C e-commerce platforms is proposed
that offer: catalogue service for product categorization; product selection service and
rule-based knowledge learning service.

In research [24] fuzzy logic is applied to trust evaluation in e-commerce sector. Fuzzy
logic is used because of its ability to consider the uncertainties within e-commerce data,
as the trust is often explained in linguistic terms.

In another research [25] fuzzy logic is applied to customer satisfaction index and
a new model is presented. In [26], fuzzy hierarchical TOPSIS based on ES-QUAL is
proposed for the evaluation of e-commerce websites.

4 Suggestion and Statement of the Problem

According to analyzed researches we suggest the method that is based on consistency
driven approach for determining weights of the criteria of interest and identification
of distance between ideal positive and negative solution under Z-number for ranking
of alternatives related to digital marketing decisions such as selection of best digital
marketing tool. Proposed method is given below. An example of pairwise comparison
for each criterion is performed. Pairwise comparison matrix is deployed in Table 2.

Step 1: Consistency of DM’s preferences is evaluated using consistency-driven app-
roach to Z-valued preferences. Criteria weights are identified by a decision maker. The
decision maker assigns a specific certainty degree on B part, in linguistic terms, based
on the first part A, which is defined in triangular fuzzy numbers.
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Step 2: Crisp maximum Eigenvalue and Eigenvectors are calculated.
Step 3: Ideal positive and negative solutions related to criteria weights acquired from

the former step are formulated using TOPSIS model.
Step 4: Ranking of the alternatives is found.

Table 2. Pairwise comparison matrix

C1 C2 C3 C4

C1 (1, 1, 1)
(0.8, 0.9,
1.0)

(1/4, 1/3,
1/2) (0.6,
0.7, 0.8)

(1/4, 1/3,
1/2) (0.6,
0.7, 0.8)

(1/3, 1/2,
1/1) (0.6,
0.7, 0.8)

C2 (2, 3, 4)
(0.6, 0.7,
0.8)

(1, 1, 1)
(0.8, 0.9,
1.0)

(1, 2, 3)
(0.6, 0.7,
0.8)

(1, 2, 3)
(0.6, 0.7,
0.8)

C3 (1, 2, 3)
(0.6, 0.7,
0.8)

(1/3 ,1/2,
1/1) (0.6,
0.7, 0.8)

(1, 1, 1)
(0.8, 0.9,
1.0)

(2, 3, 4)
(0.6, 0.7,
0.8)

C4 (1, 2, 3)
(0.6, 0.7,
0.8)

(1/3, 1/2,
1/1) (0.6,
0.7, 0.8)

(1/4, 1/3,
1/2) (0.6,
0.7, 0.8)

(1, 1, 1)
(0.8, 0.9,
1.0)

5 Finding Eigenvalue and Eigenvectors

Solving the following equation gives theMaximumEigenvalue, det(A−λI) = 0.Matrix
A involves only medium values of fuzzy elements. DE objective function is minimized,
CF(λ) = D2(λ) − ελ, where λ is the parameter to optimize, D(λ) = det(A − λI) is
a function dependent of λ, ε is a constant which may need to be mended for concrete
problem (in our case it was set to 1, DE search space dimension is 1). A new DE
objective function is set for finding Eigenvectors: CF(X) = VectorDistance (AX, λX).
Furthermore, parameters to search are (N – 1) elements of vector X, (except the first
one, which is set to 1) and DE search space dimension is N – 1.

Step 1. Finding fuzzy Eigenvalues. Here, Fuzzy Amatrix is used. A newDE objective
function is set as following: CF(λL, λR) = FuzzyDistance (AX, (λL, λM λR)X), where
“FuzzyDistance” is the total of fuzzy distances between corresponding elements of
vectors. Vector X comprises fuzzy singletons that is produced from crisp Eigenvectors in
step 1. Only left and right elements of fuzzy Eigenvalues are the subject for optimization
(Medium component is taken from first step). DE search space dimension is 2.

Step 2. Finding fuzzy Eigenvectors. FuzzyAmatrix and fuzzy eigenvalues are used to
construct DE objective function as follows: CF(X) = FuzzyDistance (AX, λX). Param-
eters to search are N elements of fuzzy vector X. Only left and right components are
searched, and middle component is taken from the first step. Furthermore, DE search
space dimension is 2 * N.
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MAX LAMBDA = 5.14605236150391
Eigen Vector = 1 3.23272232962209 2.5401079704875 1.59222967350729
Correctness Check: A * X = 5.14594 16.63572 13.07148 8.19362
Lambda * X = 5.14605 16.63576 13.07153 8.19370
Fuzzy LAMBDA = [3.59896476396572, 5.14605236150391, 7.08349591173713]
Fuzzy Eigen Vectors= [0.98021 1.00000 1.19852] [2.83861 3.23272 3.62010]

[2.46467 2.54011 2.89949][1.52681 1.59223 1.89307]
Correctness Check: A * X = [3.52774 5.14594 8.48971] [10.21605 16.63572

25.64297] [8.87025 13.07148 20.53854][5.49494 8.19362 13.40958]
Lambda * X = [3.52774 5.14605 8.48971] [10.21605 16.63576 25.64297]

[8.87025 13.07153 20.53854] [5.49494 8.19370 13.40958].
Then, to find the criteria weights we normalize eigenvectors using the following

formula:

Z = Xmax − X

Xmax − Xmin
(4)

6 Conclusion

Digital marketing has become an important part of marketing practices. In our research
we analyze the existing literature associated with digital marketing that is based on
fuzzy logic. The main problem related to analyzed literature is the lack of certainty and
reliability of data. So, in this paper, amethod for decisionmakingprocess related to digital
marketing usage is suggested for the future practices. Use of the proposed Z-number
basedmethodmay improve the decision-making capability of marketing experts or DMs
in a more robust and a certain way, by considering the vagueness of the decision-making
environment.
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Abstract. This paper proposes a method for predicting the number of small and
medium enterprises per 10,000 people of the region’s population using fuzzy
logic. The variability of economic and industrial relations leads to incomplete
data; therefore, the basis of the proposed method is fuzzy time series. To construct
a modified time series of the indicator under research, the trend line equation is
first constructed based on data for 2000–2017, which is then used to determine the
forecasted value of the indicator for 2018 using fuzzy time series. When develop-
ing a forecasting model, the minimum and maximum values of the indicator are
determined, because of which its universal set is determined and further divided
into intervals. At these intervals, linguistic variables are introduced that character-
ize the qualitative state of the value of the indicator under study. Then its forecasted
value is determined, which can also be described by the corresponding linguistic
variable. Verification of the forecasted values obtained has shown the adequacy of
the proposed modification of the fuzzy time series model. The proposed approach
can be used to study various economic indicators.

Keywords: Small business · Fuzzy set theory · Forecasting · Fuzzy time series ·
Small and medium enterprises

1 Introduction

The sustainable state of the economic systems of countries is largely determined by
favorable conditions for the development of small and medium enterprises (SMEs). The
creation of SMEs contributes to increasing the economic activity of the population,
reducing the unemployment rate, increasing the volume of goods produced, developing
tourism, and increasing the number of consumer services. Therefore, support programs
for SMEs are implemented not only by government agencies of various countries, but
also by non-governmental organizations. The activity of small businesses is of particular
importance for countries with developing economies [1, 2]. In small businesses, new
environmental strategies are often more actively implemented and the problems that
arise in this case are reflected in [3].
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The development of SMEs is influenced bymany different factors, among which it is
necessary to identify more important and significant ones. In this regard, there is a need
to develop methods for studying the state of SMEs using modern mathematical models
and software tools. Various econometric models, particularly, time series models, are
often used for such analysis [4].

Due to various reasons, the data used in the analysis of various economic processes
are received in insufficient volume or in a distorted form. The variability of economic
and industrial relations, the incompleteness of the legal framework regulating these
relations, leads to the fact that the time series representing socio-economic processes
maybe incomplete. In connectionwith the above factors, it becomes necessary to develop
forecasting methods using fuzzy logic, which would provide adequate forecasts in this
situation [5]. To analyze the activities of small businesses, the preparation of relevant
data is a rather serious problem, especially recently due to the restrictions associated
with the coronavirus pandemic.

In this paper, we will analyze and determine the forecasted values of such an impor-
tant indicator as the indicator of the number of SMEs per 10000 people population based
on data for 2000–2018 in the Rostov region [6] using fuzzy time series.

2 Method

Fuzzy time series can be represented using fuzzy sets. A fuzzy set A, defined on a
universal set U, has the form = 〈ur, fA(ur)〉, r = 1, .., n. Here ur is the element of the
fuzzy set A, fA(u) is the membership function of the fuzzy set A, fA(u) : U → [0, 1],
fA(ur) determines the grade of membership of the element ur to the fuzzy set A.

Let F(t) is a set of functions fi(t), i= 1, 2,… given on a universal set of the following
form: Y (t), t = .., 0, 1, 2, … Then F(t) is called a fuzzy time series on the universal set
Y (t) [7, 8].

We putF(t) = F(t − 1)◦R(t, t − 1)whereR(t, t − 1) is a fuzzy relation, and ◦ is the
max-min composition operator. If F(t) depends on F(t − 1), F(t − 2),…, F(t − k) then
the fuzzy logical relationship is represented as F(t − k), ...,F(t − 2), F(t − 1) → F(t)
and is called a k-th-order forecast model based on fuzzy time series.

Consider a forecasting model for k = 1. In this case, the fuzzy logical relationship
has the form F(t − 1) → F(t).

We represent the fuzzy values of the time periods i and i + 1 as fuzzy sets Aj and
Ak (here the period is one year), defined on the universal set U. Thus, the fuzzy logical
relationship can be represented in the following form Aj → Ak , where Aj is the current
state of the fuzzy logical relationship, and Ak is the next state.

Let Ti (i = 1, 2,…, n) are observed values for some factor of the time series. In order
to be able to verify the model, we will find the equation of the trend line from the first
n – l values of the indicator under research, and from this equation we will calculate l
approximate values for the corresponding time periods. After that, we replace the last l
values of the time series (which will be used later to calculate the errors) with the found
values.

The universal set U for indicator values is defined as follows:

U = [Dmin − D1, Dmax + D2] (1)
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where Dmin is the minimum value of the indicator, and Dmax is the maximum value of
the indicator based on the known time series data, D1, D2 – are non-negative numbers
that are selected in such a way that the set U can be divided into n equal intervals.

We define fuzzy sets Ar, r = 1, …, n, in the form: A1 = 1/u1 + 0.5/u2 + 0/u3 +
… + 0/un–1 + 0/un, A2 = 0.5/u1 + 1/u2 + 0.5/u3 + … + 0/un–1 + 0/un, A3 = 0/u1 +
0.5/u2 + 1/u3 + 0.5/u4 + … + 0/un–1 + 0/un, …, An = 0/u1 + 0/u2 + … + 0/un–2 +
0.5/un–1 + 1/un.

We perform fuzzification of the data by determining the intervals ur , r = 1,.., n, which
belong to the values of the researched indicator of number of SMEs per 10000 people.
Based on the observed data of the indicator, fuzzy logical relationships are formed, from
which s groups are then formed, each ofwhich has the formAj → Aj1 ,…,Aj → Ajm . The
forecast value of the indicator is found as the arithmetic mean of the middle points wj1 ,
…, wjm , of the intervals Uj1 , … , Ujm , respectively, on which the membership functions
of the corresponding fuzzy sets take the maximum value.

Therefore, the predicted value is found by the formula [8]:

Fi+1 = wji + · · · + wjm

m
(2)

The relative forecast error is calculated using the following formula:

|Fi − Ti|
Ti

∗ 100% (3)

Here Fi is the forecasted value for the i time period, Ti is the observed value.

3 Results

We regard the data on the number of SMEs in the Rostov region per 10000 people
for 2000–2018 (Table 1). Using the data in Table 1 and econometric methods [4], we
construct a trend line equation for the indicator number of SMEs per 10000 people:

y = 5.6536t + 52.038 (4)

where t is the time period, t = 1, 2, …, 18 (the values of the time periods correspond to
the years from 2000 to 2017).

Based on (4), we will determine the forecasted value of the indicator for 2018. We
will use this value when constructing a model of a fuzzy time series. Using observed
data, we will calculate the relative error to verify the forecasted value. The problem was
solved using a program written in Python [9] using the Pandas data analysis library [10].

We illustrate the model and results obtained for n = 9.
Using formula (4), we find that at t = 19 (corresponding to 2018), the value of y is

159. Then Dmin = 55, Dmax = 159. Based on (1), let D1 = 0.104, D2 = 0.
The universal set U for the values of the researched indicator was divided into 9

intervals:U1 = (54.896, 66.556],U2 = (66.556, 78.111],U3 = (78.111, 89.667],U4 =
(89.667, 101.222],U5 = (101.222, 112.778],U6 = (112.778, 124.333],U7 = (124.333,
135.889], U8 = (135.889, 147.444], U9 = (147.444, 159]. The values of the studied



Modeling of Number of Small and Medium Enterprises 477

indicator at these intervals can be described by linguistic variables [8]: A1 – “very little”,
A2 – “not very little”, A3 – “not many”, A4 – “not too many”, A5 – “many”, A6 – “many
many”, A7 – “very many”, A8 – “too many”, A9 – “too many many”.

We define fuzzy sets A1, …, A9: A1 = 1/u1 + 0.5/u2 + 0/u3 + … + 0/u8 + 0/u9, A2
= 0.5/u1 + 1/u2 + 0.5/u3 + … + 0/u8 + 0/u9, A3 = 0/u1 + 0.5/u2 + 1/u3 + 0.5/u4 +
… + 0/u8 + 0/u9, …, A9 = 0/u1 + 0/u2 + … + 0/u7 + 0.5/u8 + 1/u9. The values of
the indicator with the corresponding fuzzy sets are presented in Table 1.

Table 1. Values of the indicator of the number of SMEs per 10000 people with fuzzy sets

Year The number of SMEs
per 10000 people

Fuzzy set

2000 56 A1

2001 57 A1

2002 57 A1

2003 55 A1

2004 59 A1

2005 68 A2

2006 73 A2

2007 75 A2

2008 79 A3

2009 110 A5

2010 87 A3

2011 103 A5

2012 132 A7

2013 129 A7

2014 128 A7

2015 113 A6

2016 120 A6

2017 128 A7

The fuzzy logical relationship Ai → Ak means “If the value of the indicator of time
period i is Ai, then that of time period i + 1 is Ak” [8]. Using the data in Table 1 we get
the relationships A1 → A1, A1 → A2, A2 → A2, A2 → A3, A3 → A5, A5 → A3,
A5 → A7, A7 → A7, A7 → A7, A7 → A6, A6 → A6, A6 → A7. The grouped fuzzy
relationships are shown in Table 2.

We present an algorithm for constructing a forecast of an economic indicator using
a modified model of fuzzy time series using the example of constructing a forecast of
the value of the researched indicator for 2018.
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Table 2. Fuzzy relationship groups for the indicator of the number of SMEs per 10000 people.

Fuzzy relationship groups Fuzzy relationship

Group 1 A1 → A1; A1 → A2

Group 2 A2 → A2; A2 → A3

Group 3 A3 → A5

Group 4 –

Group 5 A5 → A3; A5 → A7

Group 6 A6 → A6; A6 → A7

Group 7 A7 → A6; A7 → A7

1. The value of the indicator for 2017 belongs to the fuzzy set A7 (see Table 1). We
determine from Table 2 that for A7 there are two fuzzy logical relations (A7 → A6,
A7 → A7).

2. The maximum values of membership of fuzzy sets A5, A6, A7, belong to the intervals
U6, U7, respectively, where U6 = (112.778, 124.333], U7 = (124.333, 135.889].

3. The midpoints of the intervals U6 and U7 are 118.556 and 130.111, respectively.
Using the formula (2), we determine the predicted value of the indicator in 2018:
0.5(118.556 + 130.111) = 124.334. This value corresponds to the fuzzy set A6
described by the logistic variable “many many”.

4. Assessment of the quality of the forecasted value of indicator.

4 Discussion

We evaluate the quality of the obtained forecast of the number of SMEs per 10000 people
in the Rostov region for 2018 using both the equation of the trend line and a fuzzy time
series model with calculating the relative errors according to formula (3) (see Table 3).

Obviously, the relative error of the value of the number of SMEs in the Rostov region,
obtained using the fuzzy time series model, aremuch lower than the value obtained using
the trend line equation.

Table 3. Forecasted values of the indicator number of SMEs in the Rostov region in 2018 and
their relative errors

Characteristics of the forecasted value of the indicator 2018

Observed value 125

Forecasted values calculated using the trend line equation 159

Forecasted values calculated using a fuzzy time series model 124.334

Relative error of the value calculated using the trend line equation (%) 27.2

Relative error of the value calculated using the fuzzy time series model (%) 0.53
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5 Conclusion

The paper investigates data on the number of SMEs in the Rostov region per 10000
people for 2000–2018. Using data for 2000–2017, a trend line equation for this indicator
was constructed using econometric methods. This equation is then used to construct a
modified time series. Next, a fuzzy time series model is built, which is used to determine
the forecasted value of the indicator for 2018. Using observed data, relative errors are
calculated to verify the forecasted values.

Modification of the well-known model of fuzzy time series made it possible to find
adequate values of the researched indicator. Consequently, this method of constructing
fuzzy time series can be used to analyze and forecast various economic indicators.
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Decision Making on Firm’s Software Selection
with Type-2 Fuzzy Data

Nihad Mehdiyev(B)

Research Laboratory of Intelligent Control and Decision Making Systems in Industry and
Economics, Azerbaijan State Oil and Industry University, Baku, Azerbaijan

Abstract. Goal of this paper software selection problem for firms which is a
multicriteria decisionmaking problemwhereas itmaintains discrepant and various
factors. In this article, decision making method using AHP and Interval type-2
fuzzy sets is used on firm’s software selection problem with reliability, usability,
vendor, flexibility factors and four alternatives. The eccentricity of this paper
comes from applying interval type-2 fuzzy sets in the decision-making problem.

Keywords: Software selection · Type-2 fuzzy numbers · Multicriteria decision
making · Fuzzy AHP

1 Introduction

In the development and use of information systems, the correct choice of software plays
an important role, such as project management systems, programming systems, database
management systems, etc. At the same time, various approaches are used to make a
decision on the choice of software. at present, this direction is intensively developing,
but an exhaustive solution has not yet been found. For example, for project management
systems issues of integrationwith other systems are extremely important. For information
technology projects, integration with code version control systems is important. Also,
there is often a need to integrate management systems with accounting automation
systems, and the scenarios for such integration can vary greatly.

Many factors influence the integration requirements: the scope of the company, the
set of software tools used, the amount of data. Choosing software for firms is not a
fast process. A lot of company owners and managers required a new system but are
postpone by the number of competing products, the amount of time needed to estimate
each one, or a fright of selecting the incorrect solution. The choosing process can be
designed as a multi factor decision making problem which concentrates on problems
with predetermined decision alternatives. Multicriteria decision making methods use
various and discrepant factors such as behavioral patterns, technical and organizational
abilities. In this article, a AHP method is applied to choose the suitable software due
to its advantage, capability to separate a decision-making problem into its constitutive
pieces and backing for group decision making via consent. In the typical expressing of
multicriteria decision making problems, experts thinking is showed as exact numbers.
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The fuzzy set theory [1] is improved to mathematically perform vagueness and afford
designed instruments for dealing with the inexactness in decision-making problems.
The fuzzy sets are able of processing vagueness and uncertainties, because of some
drawback, notion of a type-2 fuzzy set was offered by Zadeh [2] as an expansion of
standard fuzzy sets. Type-2 fuzzy sets, determined as fuzzy sets whose membership
estimates are themselves type-1 decision making fuzzy sets, and these are useful for
imparting model uncertainty and including linguistic uncertainties [3, 4]. The originality
of the article comes from expanding the present works [5] on interval type-2 fuzzy AHP
technique. Using interval type-2 fuzzy sets for various type decision making problems a
more flexible and more intelligent results are determined interval type-2 fuzzy sets can
indicate vagueness better than classical type-1 fuzzy sets [6, 7].

This article designed as follows. Section 2 is given preliminaries. Illustrative example
presents applying AHP interval type-2 fuzzy method for the software selection problem
in Sect. 3. Finally, Sect. 4 represents solution and the main results developed in the
article.

2 Preliminaries

Definition 1. An interval Type-2 fuzzy sets (IT2FS) ˜A on the universe of discourse X
is characterized by its upper A and lower membership function A.

˜Aα = {(x,U )|μ
˜A(x,U ) ≥ a, x ∈ X ,U ∈ Jx}

Figure 1 shows represents interval Type-2 fuzzy sets where upper and lower fuzzy
numbers are drawn.

1 1 1 2 3 3 4 40 U L U L L U L U
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2 1
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Fig. 1. The upper and the lower trapezoidal membership function of interval type-2 fuzzy sets.
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Definition 2. Ranking value of the upper trapezoidal membership function of the
interval type-2 fuzzy sets is determined by next function [7]:

Rank
(

ÃU
i

)

= 1

n(n − 1)

[
∑n

k=1
p
(

ÃU
i ≥ ÃU

k

)

+ n

2
− 1,

]

(1)
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(

ÃU
i

)

= 1, 1 ≤ i ≤ n.

The ranking value Rank
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ÃL
i

)

of the lower trapezoidal membership function ÃL
i of

the interval type-2 fuzzy sets also determined as
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where Rank
(

ÃL
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)

= 1, 1 ≤ i ≤ n.

Ranking value of the interval type-2 fuzzy sets ˜̃Ai determined as

Rank
( ˜̃Ai

)

=
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)

+ Rank
(
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2
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satisfying
∑n

i=1 Rank
( ˜̃Ai

)

= 1.

Definition 3. The ranking values of interval type-2 fuzzy sets are normalized by next
functions,

rLij =
Rank

( ˜̃AL
ij

)

√

∑

i,j=1 Rank
( ˜̃AL2

ij

)

, i = 1, 2, 3, · · · , n, j = 1, 2, 3, · · · , n (4)

rLij =
Rank

( ˜̃AU
ij

)

√

∑

i,j=1 Rank

(

( ˜̃AU
ij

)2
)

, i = 1, 2, 3, · · · , n, j = 1, 2, 3, · · · , n (5)

rij = rLij+rUij
2 , where

∑

rij = 1.

3 Statement of the Problem

The choice of software is often complicated by the fact that in each specific comparison
task it is necessary to select indicators and indicate how significant they are in a given
situation. The selection can be carried out both on the basis of the assessments of one
expert, and on the basis of agreement on the assessments of a group of experts group
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discussion by company specialists can speed up decision-making, but this is a labori-
ous process, and the presence of all specialists in a general discussion is not always
possible. In addition, when organizing a group discussion, one may encounter the fact
that the opinion of one expert or a group of experts differs greatly from the opinion
of the majority. It is necessary to provide for the calculation and agreement general
assessment based on data received from specialists. When evaluating a large number of
software options, not all professionals may have competencies for each option. Lack of
confidence in the assessment of the indicator, most experts tend to average estimates,
which can prevent from choosing the solution that is optimal in terms of quality. Thus,
the software comparison method must satisfy the following requirements: independence
of the calculation method from the number and composition of indicators; correct pro-
cessing of subjective assessments of experts; the ability to use the weights of indicators;
the possibility of using an additional calculation parameter to determine the weight of
the expert’s assessment; high visibility and moderate computational complexity. Among
the existing selection methods, the decision-making methods are of the greatest interest
[8, 9]. Consider that multifactor decision making problem contains 4 factors -C1, C2,
C3, C4 and 4 alternatives -A1, A2, A3, A4. C1-Reliability, C2-Usability, C3-Vendor, C4-
Flexibility. For making decision is used the linguistical performance in terms of Type-2
fuzzy numbers that are represented in Table 1.

Table 1. Linguistic performance rating

Attribute A1 A2 A3 A4

C1-(Reliability) Very high High Average High

C2-(Usability) High Very high High Average

C3-(Vendor) High High High Average

C4-(Flexibility) Average Average Very high Very high

4 Solution of the Problem

Step-1:The linguistic variables of AHP crisp number are converted to the interval type-2
fuzzy number for constructing matrix of factors and alternatives (Table 2 and Table 3).
Step-2: The average decision matrix of different criteria is determined by using next
formula.

˜̃f ij =
⎛

⎜

⎝

˜̃f 1ij ⊕ ˜̃f 2ij ⊕ ... ⊕ ˜̃f pij
k

⎞

⎟

⎠
(6)
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Table 2. AHP crisp number judgement matrix of criterion.

C1 C2 C3 C4

C1 1 3 5 7

C2 0.33 1 5 7

C3 0.2 0.2 1 9

C4 0.15 0.15 0.11 1

Table 3. Interval type-2 fuzzy judgment matrix criterion.

C1 C2 C3 C4

C1 ((0, 1, 1, 2, 1),
(0, 1, 1, 2, 0.9))

((2, 3, 3, 4, 1,),
(2, 3, 3,4, 0.9))

((3, 4, 5, 6, 1,),
(3, 4, 5, 6, 0.9))

((5,6,7, 8, 1,),
(6,7,7,8, 0.9))

C2 ((0.2,0.35,0.35,0.4, 1),
(0,2,0.3,0.3, 0.4, 0.9))

((0, 1, 1, 2, 1),
(0, 1, 1, 2, 0.9))

((4, 5, 5, 6, 1,),
(4, 5, 5, 6, 0.9))

((5,6,7, 8, 1,),
(5,6,7,8, 0.9))

C3 ((0.1, 0.2,0.2,0.25, 1),
(0,1,0.2,0.2, 0.3, 0.9))

((0.1,0.2,0.2,0.4, 1),
(0,1,0.2,0.2,0.4, 0.9))

((0, 1, 1, 2, 1,),
(0, 1, 1, 2, 0.9))

((8,9,9,11,1,),
(8,9,9,11,0.9))

C4 ((0.1,0.15,0.15,0.2, 1),
(0,1,0.15,0.15,0.2,0.9))

((0.1, 0.15,0.15,0.2, 1),
(0,1,0.15,0.15,0.2,0.9))

((0,0.12,0.12,0.15,1),
(0,0.12,0.12,0.15, 0.9))

((0,1,1,2, 1,),
(0,1,1,2, 0.9))

where

˜̃f LC1
=

(

( 0+2+3+5
4 ), ( 1+3+4+6

4 )

( 1+3+5+7
4 ), ( 2+4+6+8

4 ); 1, 1
)

= [2.5, 3.5, 4, 5; 1]
˜̃f UC1

=
(

( 0+2+3+5
4 ), ( 1+3+4+6

4 )

( 1+3+5+7
4 ), ( 2+4+6+8

4 ); 1, 1
)

= [2.75, 3.75, 4, 5; 0.9]
fC1 = ((2.5, 3.5, 4, 5; 1, 1), (2.75, 3.75, 4, 5; 0.9, 0.9))
fC2 = ((2.3, 3.08, 3.33, 4.1; 1, 1), (2.3, 3.07, 3.3, 4.1; 0.9, 0.9))
fC3 = ((2.05, 2.6, 2, 6, 3.4; 1, 1), (2.05, 2.05, 2.6, 3.42; 0.9, 0.9))
fC4 = ((0.05, 0.35, 0, 35, 0.63; 1, 1), (0.05, 0.35, 0, 35, 0.63; 0.9, 0.9))

Step-3: The weighted decision matrix for each criterion and alternatives can be obtained
by using formula (8):
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(7)

Let the importance of linguistic variables are:

D =
( ˜̃D1

˜̃D2 · · · ˜̃Dn

)

(8)
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D =
2.5, 3.5, 4, 5, 1, 1; 2.75, 3.75, 4, 5, 0.9, 0.9
2.3, 3, 08, 3.33, 4.1, 1, 1; 2.3, 3.07, 3.3, 4.1, 0.9, 0.9
2.05, 2.6, 2.6, 3.4, 1, 1; 2.05, 2.05, 2.6, 3.42, 0.9, 0.9
0.05, 0.35, 0.35, 0.63, 1, 1; 0.05, 0.35, 0.35, 0.63, 0.9, 0.9

W = {0.35, 0.3, 0.25, 0.2}

˜̃WC =

⎡

⎢

⎢

⎣

2.5, 3.5, 4, 5, 1, 1; 2.75, 3.75, 4, 5, 0.9, 0.9
2.3, 3, 08, 3.33, 4.1, 1, 1; 2.3, 3.07, 3.3, 4.1, 0.9, 0.9
2.05, 2.6, 2.6, 3.4, 1, 1; 2.05, 2.05, 2.6, 3.42, 0.9, 0.9
0.05, 0.35, 0.35, 0.63, 1, 1; 0.05, 0.35, 0.35, 0.63, 0.9, 0.9

⎤

⎥

⎥

⎦

∗ [ 0.35, 0.3, 0.25, 0.1 ]

=

⎡

⎢

⎢

⎣

2.5, 3.5, 4, 5, 1, 1; 2.75, 3.75, 4, 5, 0.9, 0.9
2.3, 3, 08, 3.33, 4.1, 1, 1; 2.3, 3.07, 3.3, 4.1, 0.9, 0.9
2.05, 2.6, 2.6, 3.4, 1, 1; 2.05, 2.05, 2.6, 3.42, 0.9, 0.9
0.05, 0.35, 0.35, 0.63, 1, 1; 0.05, 0.35, 0.35, 0.63, 0.9, 0.9

⎤

⎥

⎥

⎦

∗ [ 0.35, 0.3, 0.25, 0.1 ]

=

⎡

⎢

⎢

⎣

0.87, 1.05, 1, 0.5; 1, 1; 0.96, 1.12, 1, 0.5; 0.9, 0.9
0.8 , 0.92, 0. 83, 0.41; 1, 1; 0.8, 0.92, 0.8, 0.4; 0.9, 0.9
0.71, 0.78, 0.65, 0.34 ; 1, 1; 0.71, 0.61, 0.65, 0.34; 0.9, 0.9
0.01, 0.1, 0.08, 0.06 ; 1, 1; 0.02, 0.1, 0.08, 0.06; 0.9 , 0.9

⎤

⎥

⎥

⎦

.

Step-4: The ranking values of decision matrices of interval type-2 fuzzy sets are deter-
mined by using formulas (3), (4), and (5). The matrix of upper interval is determined
as

0.96 1.12 1 0.5
0.8 0.92 0.83 0.41
0.71 0.78 0.65 0.34
0.01 0.1 0.08 0.06

Rank(AUC1
) = (1/(4(4 − 1))(.96 + 1.12 + 1 + 0.5) + 4/2 − 1) = 0.083 ∗ (3.58 + 1) = 0.38

Rank(AL
C1

) = (1/(4(4 − 1))(.87 + 1.05 + 1 + 0.5) + 4/2 − 1)

= 0.083 ∗ (3.42 + 1) = 0.36

Final rank will be normalized and employing the same models, we get next ranking
values:

Rank
(

AU
C2

)

= 0.33, Rank
(

AL
C2

)

= 0.32;
Rank

(

AU
C3

)

= 0.29, Rank
(

AL
C3

)

= 0.27;
Rank

(

AU
C4

)

= 0.12, Rank
(

AL
C4

)

= 0.1;
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Step-5. The ranking values of IT2FS are normalized using the following TOPSIS
equation to obtain weight relative by Eq. (6), Eq. (7) and Eq. (8).

rLC1
=

Rank
( ˜̃AL

ij

)

√

∑

i,j=1 Rank
( ˜̃AL

ij2
)

= 0.36

1.06
= 0.34

rUC1
=

Rank
( ˜̃AU

ij

)

√

∑

i,j=1 Rank
( ˜̃AU

ij 2
)

= 0.38

1.1
= 0.345

rC1 = (rUC1
+ rLC1

) = (0.345 + 0.34)/2 = 0.342

rUC2
= 0.32, rLC2

= 0.31; rC2 = 0.315

rUC3
= 0.26, rLC3

= 0.25; rC3 = 0.255

rUC4
= 0.09, rLC4

= 0.08; rC4 = 0.085

Step-6: For determining relative weight and ranking the alternatives is used model (9).

Wij =
∑

wiAij (9)

Wij is normalized weight for factor j. Aij is normalized weights aggregated matrix for
factor j with considering alternatives i. The relative weight and rank are represented in
Table 4.

Table 4. Priorities ranks and weights of software selection problem.

Basic factors

C1 C2 C3 C4

Weights of Cn 0.345 0.315 0.255 0.085 Priorities weight

Alternatives

A1 0.31 0.33 0.26 0.045 0.24

A2 0.27 0.28 0.10 0.036 0.17

A3 0.24 0.21 0.17 0.03 0.16

A4 0.017 0.10 0.16 0.05 0.08

From calculations and ranking we get that the best software is alternative A1 (0.24)
followed by alternative A2 (0.17), alternative A3 (0.16), and finally alternative A4 (0.08).
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5 Conclusion

The purpose of this article is software selection problem using interval type-2 fuzzy
AHP technique with the feature of rank normalization, expert’s weights. After solving
this problem, we make decision that A1 with the higher grade (24%) compared to the
others alternatives.
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Mathematical Model of Production
and Exchange: Bifurcation Analysis

and Management
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Abstract. The article provides a complete bifurcation analysis of the mathemat-
ical model of the dynamic system “Production and exchange” proposed by V.
P. Milovanov. The behavior of trajectories at infinity is investigated using the
Poincare transform. Using the theoretical analysis and numerical experiment in
theMatlab+Simulink package, a scheme for dividing the phase space of the system
into cells and the asymptotic behavior of the trajectories in each cell is obtained.
The systemwas rough in the first quarter of the phase plane. By the method of ana-
lytical design of aggregated regulators, additive control of product production is
designed, a class of permissible achievable states with such control and fixed sys-
tem parameters is identified. If it is permissible to change one of the parameters,
the control is constructed to achieve an arbitrary predetermined dynamic equi-
librium, regardless of the initial state of the system. The numerical experiments
conducted indicate the stability of such an equilibrium.

Keywords: Autonomous system · Equilibrium state · Phase portrait ·
Bifurcation analysis · Synergetic control theory

1 Introduction

In the monograph [1], the following mathematical model of the formation of the cost of
manufacturing a product is proposed. Let x(t) – the amount of money of the enterprise
for the organization of production of a certain product; xi(t), i = 1, . . . , n – the number
of available parts of type i at time t that are used in the manufacture of this product; ai
– constant inflow of type i parts per unit of time; a1 – constant inflow of funds to the
enterprise per unit of time; cix(t)xi(t) – expenditure of funds in order to integrate a type
i part into the product being created; b0x(t)– expenses of the enterprise per unit of time
not related to the manufacture of the product; dix(t)xi(t) – the required number of type i
parts per unit of time for the manufacture of the product; bixi(t)– outflow of type i parts

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 488–495, 2022.
https://doi.org/10.1007/978-3-030-92127-9_66

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_66&domain=pdf
http://orcid.org/0000-0002-3170-8672
http://orcid.org/0000-0003-0492-8386
http://orcid.org/0000-0002-7627-4388
http://orcid.org/0000-0002-8728-9243
https://doi.org/10.1007/978-3-030-92127-9_66


Mathematical Model of Production and Exchange 489

per unit of time from the sphere of production due to marriage, physical or moral wear
and tear. The equation of the model has the form

⎧
⎨

⎩

dx
dt = a0 − b0x(t) − ∑n

k=1 kx(t)xk(t)
dxi
dt = ai − bixi(t) − dix(t)xi(t), i = 1, . . . , n

.

All parameters ai, bi, ci, di are considered positive.
The purpose of the simulation is to find the law of control of production processes

and the choice of values of the system parameters, inwhich, regardless of the initial funds
and the number of parts over time, the enterprise will always reach a stable production
of a given number of products and a given number of parts for them.

2 Method

In the case of two parts, we have such a system:
⎧
⎪⎪⎨

⎪⎪⎩

dx
dt = a0 − b0x − c1xx1 − c2xx2
dx1
dt = a1 − b1x1 − d1xx1
dx2
dt = a2 − b2x2 − d2xx2

.

For specific numerical values of the parameters, the control law can be found. How-
ever, the study of this system is generally hindered by the complex form of the charac-
teristic polynomial of the Jacobi matrix on the right side of the system. Therefore, in the
article, we consider the general case for one detail, namely, for a system of the form:

⎧
⎨

⎩

dx
dt = a0 − b0x − c1xx1
dx1
dt = a1 − b1x1 − d1xx1

.

Note that the equations of the system are symmetric. Therefore, it can be considered
as a mathematical model of the interdependent production of two products x1(t), x2(t)
and write the system in a symmetric form

⎧
⎨

⎩

dx1
dt = a1 − b1x1 − c1x1x2 =: f1
dx2
dt = a2 − b2x2 −2 x1x2 =: f2

(1)

We use bifurcation analysis [2] and synergetic control theory [3] as the mathematical
apparatus of the solution.

3 Results

At the first stage, it is necessary to find the equilibrium states of the system (1). Equating
the right-hand sides of the equations to zero, we get two states:

S1,2 =
⎛

⎝
a1c2−a2c1−b1b2±

√
(a1c2−a2c1−b1b2)2+4a1b1b2c2

2b1c2
,

−a1c2+a2c1−b1b2±
√

(−a1c2+a2c1−b1b2)2+4a2b1b2c1
2b2c1

⎞

⎠.
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Since in each of the fractions the root is greater than the modulus of the first term,
the state S1 (with a + sign) for any positive parameter values lies in the first quarter of
the phase plane, and the state S2 (with a - sign) for any positive parameter values lies in
the third quarter of the phase plane. To determine the topological nature of these states,
we calculate the characteristic polynomial of the Jacobi matrices of the right parts of the
system (1):

p(λ) :=
∣
∣
∣
∣
λ + b1 + c1x2 c1x1

c2x3 λ + b2 + c2x1

∣
∣
∣
∣ = λ2 + (b1 + c1x2 + b2 + c2x1)λ

+(b1b2 + b1c2x1 + b2c1x2) = 0.

The determinant of the Jacobi matrix

b1b2 + b1c2x1 + b2c1x2 = ±1

2

(√

(a1 c2 − a2 c1 − b1b2 )2 + 4a1 b1b2 c2

+
√

(−a1 c2 + a2 c1 − b1 b2 )2 + 4a2 b1b2 c1

)

�= 0

is not zero for any positive parameter values. It is easy to check that the trace of the
matrix is not equal to zero. Therefore, S2 is a saddle, and S1 is a stable rough node for
any positive parameter values.

This result is confirmed by a numerical experiment on the S-model [4] of the system
(1) in the MATLAB-SIMULINK package for any numerical parameter values. Choose,
for example, a1 = 1, b1 = 2, c1 = 3, a2 = 3, b2 = 2, c2 = 1. For these parameters, the
equilibrium states are S1 = (0.3508, 0.4254), S2 = (−2.8508,−1.1754) (see Fig. 1, 2).

Fig. 1. Neighborhood of state S1.
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Fig. 2. Neighborhood of state S2.

The phase portrait of the neighborhood S1 is characteristic of the stable node, and
the phase portrait of the neighborhood S2 is characteristic of the saddle.

A complete bifurcation analysis of polynomial autonomous systems involves [2] the
search and analysis of equilibrium states at infinity. The latter is carried out using the
Poincare transform.

To determine the nature of possible equilibrium states (±∞, 0), the following sub-
stitution of phase variables is used [2]: x = 1

u , y = v
u . The system (1) is then transformed

into the system:
⎧
⎨

⎩

du
dt = b1u2 + c1uv − a1u3

dv
dt = −c2v + a2u2 + c1v2 + (b1 − b2)uv − a1u2v

.

Let’s solve the system of equations by equating the right-hand sides to zero. The two

equilibrium states lying on the coordinate axes are: S01 = (0, 0), S02 =
(
0, c2

c1

)
.

The state S01 is a multiple of [2], since one of the eigenvalues of the corresponding
Jacobi matrix is zero. According to the theorem on the nature of a multiple state of
equilibrium, it is a saddle-node with a stable node sector.

The state S02 has positive eigenvalues. Therefore, according to the first approximation
stability theorem [5], or according to the Poincare criterion [2], it is an unstable node.

The other two equilibrium states have non-zero coordinates and are therefore images
of the equilibrium states of the original system. The nature of the latter is previously
established.

To determine the nature of the possible equilibrium states (0, ± ∞), the Poincare
transform x = v

u , y = 1
u is used. System (1) then switches to the system:

⎧
⎨

⎩

du
dt = b2u2 + c2uv − a2u3

dv
dt = −c1v + a1u2 + c2v2 + (b2 − b1)uv − a2u2v

.

We are interested in the state S03 := (0, 0), since the nature of the other states has
already been studied earlier. Just like S01 , it turned out to be a saddle node with a stable
node sector.
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We check the presence of cycles in system (1) using the Bendikson criterion [2].
Function D(x1, x2) := (a1 − b1x1 − c1x1x2)

’
x1 + (a2 − b2x2 − c2x1x2)

’
x2 = −b1 −

c1x2 − b2 − c2x1 the sign is constant in the half-plane c2x1 + c1x2 + (b1 + b2) > 0, in
particular in the first quarter, since the parameters are assumed to be positive. Therefore,
according to the criterion, there are no cycles in the half-plane, and therefore in the first
quarter.

According to the criterion of the roughness of the system, it is rough in the first
quarter: its phase portraits are topologically equivalent. The obtained information about
the nature of all the equilibrium states of the system (1) and numerical experiments allow
us to obtain such a phase portrait of it (see Fig. 3).

Fig. 3. The scheme of dividing the phase portrait of the system (1) into cells.

It can be seen that it consists of 5 elementary cells, in each of which the trajectories
behave the same asymptotically.

4 Discussion

Consider the following economic problem: find an additive law for controlling the rate
of production of products at any of the enterprises, for example, at the first one, in which
the production of products at both enterprises is stabilized at a given quantity, regardless
of their quantity at the initial time. From a mathematical point of view, it is necessary to
find such a function u(x1, x2), that the corresponding controlled system has one pre-set
equilibrium state in the first quarter and the region of attraction of it would contain the
first quarter.
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We use the method of analytical construction of aggregated regulators (ACAR) [3],
according to which we need to choose a suitable curve �(x1, x2) = 0, which will be an
invariant asymptotically stable set for the constructed controlled system and on which
the predetermined state of equilibrium will be located. Since the second equation of the
system (1)will not change, this state should also be on the hyperbola a2−b2x2−c2x1x2 =
0 (see Fig. 4).

Fig. 4. Hyperbola graph.

That is, if the parameters are unchanged, only the points of this curve can be the
states of the desired controller. Each such point lies at the intersection of a hyperbola
and a suitable invariant set. Thus, we need to choose a family of curves that is transversal
to the hyperbola. Figure 4 shows that this can be a bundle of lines x2 = αx1, α > 0, or
a family of vertical lines x1 = α, α > 0, and others. Among them, you need to choose
a family that ensures the stability of the equilibrium states.

Let’s say �(x1, x2) = x1 − α, α > 0. According to [3], the function �, called the
aggregate variable, must satisfy the differential equation �t

′ = −� on the solutions
of the designed controller. This condition ensures the stability of the invariant curve
�(x1, x2) = 0, in the Kolesnikov sense:�(x1(t), x2(t)) → 0 on the trajectories. Expand
the left part on the solutions of the controller:

� ′
x1x

′
1t + � ′

x2x
′
2t = x′

1t = −�.

Combining this equation with the second equation of systems (1), we obtain the
equation of the synergetic regulator:

⎧
⎨

⎩

dx1
dt = −x1 + α = f1 + u
dx2
dt = a2 − b2x2 − 2x1x2
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Thus, the additive control is equal to:

u(x, y) := −x1 + α − a1 + b1x1 + c1x1x2.

This system has a single equilibrium state:

(
x01, x

0
2

)
=

(

α,
a2

b2 + 2α

)

.

Let’s check it for stability using the criterion [6]:

f ′
2x2(x

0
1, x

0
2) − � ′

x2(x
0
1, x

0
2)

� ′
x1(x

0
1, x

0
2)
f ′
2x1(x

0
1, x

0
2) = −b2 − c2x

0
1 = −b2 − c2α.

Since the right-hand side is negative for any value ofα > 0, according to the criterion
of the equilibrium state, the families of regulators will be asymptotically stable.

Since the function �(x1, x2) = x1 − α is linear, then according to remark 2 of the
paper [7] invariant lines x1 = α will be stable in general in the sense of Zubov [8].

5 Conclusion

It is proved that any point of the curve a2−b2x2−c2x1x2 = 0, x1 > 0 can be chosen as a
predetermined equilibrium state of the controlled system. If such a point is selected, that
is, a2 − b2x02 − c2x01x

0
2 = 0, then as the parameter α we take α := x01 and �(x1, x2) =

x1 − x01. If the parameters a2, b2, c2 of the system (1) are fixed, then only the hyperbola
points from the first quarter can be taken as the equilibrium states of the controlled
system.

For example, the parameter (constant flow of parts to the second enterprise) a2 can be
changed. We fix an arbitrary point

(
x01, x

0
2

)
in the first quarter and select the parameter α

so that it turns out to be the equilibrium state of the regulator. It must satisfy the equation
−x01 + α = 0, where α := x01, and the equation a2 − b2x02 − c2x01x

0
2 = 0, in which the

unknown is a2. Obviously, a2 := b2x02 + c2x01x
0
2 > 0. The stability of the point

(
x01, x

0
2

)

is proved as before.
The fact that the region of attraction of the equilibrium state

(
x01, x

0
2

)
contains the

first quarter of the phase plane was verified by numerical experiments with the S-model
of the controlled system:

⎧
⎨

⎩

dx1
dt = −x1 + x01
dx2
dt = b2x02 + 2x01x

0
2 − b2x2 − 2x1x2

For example, letb1 = 2, c1 = 3, a2 = 3, b2 = 2, c2 = 1, and the desired equilibrium
state

(
x01, x

0
2

) = (1, 2). Let us construct a numerical phase portrait of this system in the
square {0 ≤ x1 ≤ 100, 0 ≤ x2 ≤ 100} (see Fig. 5).

It can be seen that all trajectories for the selected network of initial data converge to
the equilibrium state (1, 2).
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Fig. 5. The phase portrait of the regulator in the vicinity of the equilibrium state.
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Abstract. In the proposed paper the suggested identification method affords to
evaluate “black box” model of uncertain and non-stable dynamic objects with
sufficient precision in any short time. One of the key advantages of the proposed
method is letting to determine the adapted “black box”model while state variables
of m-th order object are not measured and to create an adaptive control system
while the derivatives of the structural variables are not measurable. “Black box”
model neural networks (NN) for the two-dimensional 2-nd order objectwas trained
according to error back propagation algorithm.

Keywords: Etalon transformers-filters · Neural network · Multiconnection
uncertainty dynamic object · “Black box” model

1 Introduction

In novel manufacture processes the control objects work in intensity and under uncer-
tainty. In the control systems of this kind of dynamic objects the requirements regarding
to the quality are exacerbated. Therefore, to get a prior and posterior information on such
objects, such as, obtaining (defining) dynamic characteristics, is necessary and actual.

So that, being known of the structure and values for the mathematical model param-
eters of the object are important in order to design control system with optimum quality
index [1–6]. However, in some cases, the structure and parameters for the mathematical
model of the object are unknown.

High-quality control of dynamic objects, which its uncertainty can be described as
non-stationarity, could be achieved through adaptive systems [2–4]. However, in this
kind of adaptive control systems state variables of the object should be fully observed
or in other word, n-th order derivatives of the output variables for the object and itself
must be measurable [2, 3].

But this type of mathematical models has sufficient nonlinearities and uncertainties
[6–8]. For the experimental study of such models, it is necessary to observe (measure)
the first, second and third order derivatives [6–8].
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In the real objects it is not possible to measure the n-th order derivatives of input
and output variables physically. Therefore, for the high-quality control of such uncertain
dynamic objects, using the ethalon transformers, identificationmethods, tools of artificial
intelligence-neural technology are necessary. For example, it is necessary to suggest
more efficient methods and tools for designing intellectual and adaptive control systems
without using of direct m-th order derivatives of real-state variables for the object [1, 5].
I.e. the identification method should be able to continuously evaluate the parameters of
the mathematical model based on observations of input and output variables, or on the
basis of the “black box” model, during the normal operation of an unknown object [9,
10].

In view of the foregoing, the present work proposes the identification method for
the multidimensional- multiconnection dynamic objects with uncertainty according to
neural technology and etalon transformers.

2 Statement of the Problem

Let’s assume that, in generally, the movement of the dynamic object with uncertainty
could be written by vector differential equations or by matrix transfer function:

ẏ(t) = ψ(�a(t), y(t),u(t)), (1)

Here y(t),u(t) - are n output and steering-input vectors, also are measurable
(observable); ẏ(t)-m − th order derivatives vector of the certain multidimensional-
multiconnection dynamic object and it is not observed.

It is assumed, for multidimensional-multiconnection dynamic object the additivity
is met. Then, (1) object could be written by operator equations as follows:

(2)

Here Uj,
(
j = 1, n

)
j-th control input effect, Wij(t, s)− are relevant transmission

functions of the object through directly straight (i = j) and cross (i �= j) channels, and
transmission functions with n × n dimension are elements of matrix (3):

(3)
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Assume, the movement of the multidimensional- multiconnection dynamic object
with uncertainty described by the transmission function of each i, j = 1, n channel is as
follows

Wij(t, s) = kij
/

∑m
l=0 am−l,ij(t)sl (4)

Here kij , am−l,ij(t) – are unknown non-stationary parameters of the object with
uncertainty described by the (3) expressions of straightforward and cross effect channels.

According to the knowledges about identified dynamic object (our a prior informa-
tion) we assume, values of al,ij, l = 1,m,kij, i, j = 1, n parameters in (4) mathematical
model could be limited, i.e.

al,ijmin ≤ al,ij(t) ≤ al,ijmax,∀l ∈ L,L = [
0,m

]
, kij, i, j = 1, n. (5)

3 Solving of the Identification ProblemBased onNeural Technology

Identification of the multidimension-multiconnection l dynamic object with uncertainty,
i.e. in order to evaluate al,ij, l = 1,m, kij, i, j = 1, n parameters, m-th order derivatives
ylj (t), j = 1, n, l = 1,m of the output variables must be measurable. However, in a case
of considering, m-th order derivatives are not observed (measured). Therefore, using
linear transformers-etalon filters [5, 8] of the measurable (observable) y(t)-output and
u(t)-input vectors (signals) is proposed to evaluate (define) dynamic parameters al,ij,
l = 1,m, kij, i, j = 1, n of the object with uncertainty.

Let’s assume, input variables vector u(t) are not periodic, i.e. they meet following
conditions:

u(t) �= u
(
t + Tp

) − ∞ < t < ∞, 0 < Tp < ∞, (6)

(6), (2), (5) y(t)-output and u(t)-input variables vectors of the multiconnected
dynamic object (1) with uncertainty and their derivatives ylj (t), u

l
j(t), j = 1, n, l =

1,m are not periodic functions. Linear converters –(ethalon transformers)-WFYj(s) v�
WFUj(s), j = 1, n are added to the outputs of the each output and input for the object.
m-th order derivatives slYFj(s), slUFi(s), l = 0,m of outputs for the ethalon filters
YFj(s),UFj(s) are observable (see Fig. 2).

Note that, for eachof the outputs and inputs,WFYj(s)v�WFUj(s), j = −
1, n transmission

function structures of the m-th order linear converters (ethlon filters) could be selected
as follows:

WFYj(s) = YFj(s)
/
yj(s) = 1

/
∑m

l=0 dm−l,Fj(t)sl,

WFUi(s) = UFi(s)
/
ui(s) = 1

/
∑m

l=0 dm−l,Fi(t)sl (7)
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If we will equally (WFYj(s) = WFUi(s) = WF (s), j, i = −
1, n) and steadily select the

structures and parameters of the transmission functions (7) for the linear converters (-
electron filters) of the input and output variables, then using the operator model of the
identification system (see Fig. 2 and 3) could be written as follows:

If we consider WF (s)Yj(s) = YFj, WF (s)Ui(s) = UFi, then the relation between
transformed variables YFj and UFi could be described as follows:

YFj(s) = Wobij(t, s)UFi, i, j = 1, n (8)

Here Wobij(t, s) - is transmission function “of j-th output relative to i–th input”.
Thus, in a case of (6) conditions aremet, state variables of the object are not observed,

we have shown the identification possibility of the multidimensional dynamic object by
measuring slYFj(s), slUFj(s), l = 0,m derivatives of the etalon transformers-filters, i.e.
we have justified that.

If during the quasi-expiration period of the object needs parametric identification,
then, al,ij, l = 1,m, kij, i, j = 1, n could be evaluated by using the methods proposed in
[5.8] or LSM (least squares method). However, in the synthesis and technical realization
of adaptive control systems for multidimensional dynamic object the use of such models
has some difficulties, and its practical efficiency may not be sufficient [1, 5, 8, 9].

But according to existing approach designed mathematical models have enough
nonlinearity and uncertainties or nonstationarity [8–10]. Control systems that have the
ability to change the object parameters should be intellectual or adaptive. Adaptive
control system controllers should be adapted according to object information in either
online or offline mode through the correction of the adjustment parameters. In such
systems, to ensure optimization of control system and its stability, computer simulation
of intelligent ACS by using –application of existing tools is important issue and its
effective solution is actual [9].

In the article, according to the abovementioned, the determination issue of the “black
box” model Neural Network technology of the multidimensional dynamic object with
uncertainty and linear transformers under uncertainty of the structure and parameters of
mathematical model is solved.

In the most identification method of dynamic objects ψ(·)-structure of (1) math-
ematical model is accepted as the total sum of certain functions (for example, linear
and nonlinear functions) [1–10]. If initial information and investigations about dynamic
objects is not sufficient and the structure of identifiedmathematical model is not selected
by the right way (sufficiently selected), then the solution for the synthesis of control will
be complex and inefficient [9, 10].
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Real dynamic model of the object (1a) could be described as formal reduction form,
i.e.

y(t) = F(a(t), ẏ(t),u(t)), y ⊂ Rn,u ⊂ Rn (9)

After each input and output variable has been converted through theWF(s) ethalon
transformers (linear transformers), by measuring slYFj(s), slUFj(s), l = 0,m derivatives
it is possible to define “black box” NN of the multiconnected dynamic object with
uncertainty.

Let us assume that, the “black box” type mathematical model of object based on
neural network could be defined by NN with r intermediate layers through the each i-th
input j−th output channel:

YNi = φi
(
wij,r, ẏ(t),u(t)

)
,wij,r ∈ Wij,r, i, j = 1, n, r = 1, g, (10)

Here wij ∈ Wij, i ∈ [1, n], r ∈ [
1, g

]
, i− th are weight coefficient of the neurons in

the g−th intermediate layers through the j− th output channel and can get values in the
Wij,r region.

The defining issue of “black box” (neural network) model of dynamic object with
uncertainty could be formulated as follows:

It is needed to define “black box” model with NN of the object which
is observed (measured) all state variables of real dynamic object YF(t) =
[YF1(t),YF2(t), . . . ,YFn(t)] and UF (t) = [UF1(t),UF2(t), . . . ,UFn(t)]T input effects,
i.e. as (8) model, that the square of the difference (error) between outputs of NN and
of the real object (state variables) should be minimum for tk = T0k (T0 = const, k =
1, 2, 3, ...,K):

E =1

2

∑K

k=1
(Ek)2 = 1

2

∑K

k=1
[YF(tk) − YN(tk)]

2

=1

2

∑K

k=1

∑n

i=1

[
Y k
Fi − φi

(
wij, Ẏ

k
Fi,U

k
Fj

)]2 =→ min (11)

If one model, i.e. i = 1, is enough and if possible value-accuracy of error ε is given,
then for (11) optimization could be satisfied that lim

k→∞
1
2

∑K
k=1 (Ek)2 = ε is less.

The modeling system as “black box” of the multiconnected dynamic object with real
uncertainty based on NN could be described as Fig. 1:
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YN(t)

UF , YF 

Multiconnected duynamic object

Ethalon transformers blokc of input and output

Measurement, observation-memory block

u

YF(t)

UF

NN model of multiconnected  

“black box”type

y

e

Fig. 1. The structure of modeling system as “black box” based on NN of the multiconnected
dynamic object with uncertainty which transformed sate variables are observed

The solution of above formulated identification issue is YN = φ
(
w, ẎF(t),UF(t)

)

function. These solutions are known as input-output pairs (Y1
F,Y1

N),
(
Y2
F,Y2

N

)
, …, (

YK
F ,YK

N) (formulated from the measurements). Identification process, i.e. NN training
directly synthesize such φ(·) function in n number, that could be close to F(·) function
realized by the object. Thus, training Neural Networks is becoming multidimensional
optimization issue.

Since (11) function could be arbitrary, in general, training of n Neural Network is
multiextremal nonconvex optimization issue. A number of iterative algorithms given in
[8, 9] could be used to solve the above-mentioned (11) optimization problem. Currently
the most widely used method of NN training (minimizing the mean square (quadratic)
error - (11) function) is an iterative gradient algorithm.

This training algorithm, mentioned in most scientific literature [2, 9], was called
error back propagation. Therefore, there is no need to give detailed explanation on error
back propagation method. However, the identification of the multiconnected dynamic
object with uncertainty as above formulated n-number “black box” for the mechatronic
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device realization based on Neural Networks Toolbox to provide “M” language pro-
gram of MATLAB and training procedures with an explanation as follow is considered
purposeful.

Through the single channel in order to determine “black box”modelwith explanation
of NN training procedures can be summarized as follows.

In subsystems - object output, etalon transformers - filter variables input and output
in input and output, �t (�t = 0.002 s) intervals in K (K = 4000, researcher selects)
number, observation measurements, i.e., input matrices

P = [X] =
[
u1;u2; s2YF1; sYF1; y2; s2YF2; sYF2; s2UF1s2UF1; sUF1; UF1; s2UF2;

sUF2;UF2;
]
are formed:

Observational matrices of state variables yk1; yk2 k = 1,K (K = 4000, researcher
selects) of the real muliconnected object

T = [
y
] = [

y1; y2
]
are formed:

net = newff(min max(P), [300, 300, 2], {‘purelin’, ‘logsig’, ‘tansig’, ‘traingd’});
Creation and training of first NN (with appropriate transmission functions ‘tansiq’,
‘logsiq’, ‘purlin’) named d with 3 layer (300 neurons in two layers, 2 neurons in output
layer). Number of neuron layers and etc. parameters are selected iteratively by the
constructor).

net.trainParam.goal = 0.001; -the value of accuracy omission error of the NN
training- ek = (ek1 (heuristically selected by the constructor).

net.trainParam.show = 50;- from one of the fifty examples Param the first NN
output yk1, k = 1,K should be shown (defined heuristically by the constructor).

net.trainParam.epoch = 1000; Circulation of NN training -‘epocha’ (number of
cycles selected heuristically by the constructor).

net.train(net,P,T); Launching NN training procedure.
view(net);- automatic installation of a “black box” model object in the Simulink

and description of the flow chart (See Fig. 2).
gensim(net); ordisplay(net);− Decription of information on NN in MATLAB:-

method of training (for example, training method “Gradient Decent”), criteria (“mse”),
number of iterations (“epoch”) and others [2, 9].
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Dependence of the training error on the number of iterations (the "epoch"), the
intended target - the "thousand" value of the error (a), and the description of the "black
box" as subsystem (b) in the Simulink was given in Fig. 3.

After the training of NN the graphs (a, b) of its outputs (for example, yN1(t) =
yN1(kT0) = ykN1, k = 1, 4000, T0 = 0.01s) and the transition processes of the real object
(for example, y1(t) = yk1, k = 1, 4000,T0 = 0.01s) aswell as, foru1(t) = 1[t] = 1[kT0],
u2(t) = 0 values of input-control effects was shown in Fig. 3.

According to comparative analysis of the transient processes in Fig. 3, yN(t) -NN
output and y(t) derivative is exactly same as nonlinear dynamic object with uncertainty,
i.e. y(t) ∼= yN (t). Thus, in the issue of control influence or regulator synthesis, the
possibility of using the trained NN (“black box” model of the real dynamic object) for
the dynamic object with uncertainty in “offline” mode has been confirmed.

Fig. 2. Dependence graph for the cycles (epochs) of the training error and description of NN as
“black box” in Simulink (b)

Fig. 3. The first transition processes YN1 of the first NNwith YF1 output signal of the first ethalon
filters in object output
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4 Conclusion

A theoretical method for solving the determining problem of “black box” model for
the multiconnected dynamic object with uncertainty based on neural technology and
etalon transformers-filters, aswell practical realization inMATLABhavebeendeveloped
when information is not sufficient and state variables are not measurable. It has been
proved that the modeling of real multidimensional uncertainty dynamic objects based
on transformations of input and output variables is correct and efficient. “Black box”
model NN for the two-dimensional 2-nd order object was trained according to error
back propagation algorithm, and in order to overlap measured state variables vectors
UFi, YFj,(i, j = 1, 2) of the 2-nd order ethalon transformers with state variables of NN
output yN(t) the structure of NN (layers-3), number of the neurons in the layer (300,
300, 1), transmission functions, accuracy of training (0.001) and etc. parameters were
identified.

One of the advantages of the proposed method is that it affords parametric identifi-
cation when state variables of the multidimensional dynamic object are not measurable
and creation of the adaptive control system.
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Abstract. This paper describes fundamental principles of Digital Twins theory
and provides exact investigation results in application of Digital Twins theory in
upstream branch of oil and gas industry, namely based on example of natural gas
treatment plant’s performance increase. As one of key process units of natural gas
treatment which allows to implement most powerful functions of digital twin gas
sweetening unit with set of membranes is considered as object of investigation. On
the base of membrane technology manipulated variables are defined as inputs to
digital twin model. Some theoretical results as well as real references of model’s
engine calculations are reflected in the paper. Details of technical dashboards
to visualize calculated results of running model based on manipulated variables
are presented including monthly key performance indicators report dashboard,
process flow diagram dashboard and high-level management dashboard. Paper
also demonstrates data flow between digital twin model and real process unit and
also inside digital twin model.

Keywords: Digital Twins theory · Key performance indicator (KPI) · Artificial
Intelligence (AI) · Machine Learning (ML) · Hydrocarbons (HC) Loss · Model
accuracy · Dashboard

1 Introduction

The importance of the issue of creating “digital twins” is confirmed by the increasing
number of publications on this topic, but all of themare relatedwith the creationofmodels
of individual units of equipment, devices or compact package units [1–4]. Creating a full-
fledged twin of a complex technological process, which involves large-scale industrial
installations, involves the creation of a mathematical model and associated software and
network “cloud” infrastructure of an incredible level of complexity [5, 6].

From another side there is number of traditional challenges for operation of plant
like:

– Longer, harsher operating cycles between turn arounds, at peak performance
– Differing outcomes across shifts, units, plants and enterprise
– Lack of integrated insights across the operating spectrum
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Such multi-factored set of permanent challenges which flexibly changes depending
on different real process modes of operation definitely cannot be resolved by set of
standardized off-line solutions even the root causes of several typical problems are well-
known. It requires applying of much more tightly interacted solution which could “live”
together with real plant and ensure the data exchange with plant in real-time mode. Such
online solutions are being developed under theory of “digital twins” which explores
and reflects such scientific directions as advanced monitoring, analytical and predictive
capabilities, allowing 24-h online monitoring of plant data, and ongoing operational
health checks and recommendations to close performance gaps [7].

Digital twin is a digital model of physical assets, processes and systems that can be
used to optimize the operation, maintenance and reliability of physical assets, systems
and manufacturing processes.

Digital twin incorporates technologies like Artificial Intelligence (AI), Machine
Learning (ML), data science and software analytics with information to make live dig-
ital simulation models which are being updated and changed with any change in their
physical counterpart.

Digital Twins theory becomes more and more important for industrial enterprises
because:

• It unifies existing data silos into a virtual entity.
• It federates data across different applications to drive end-to-end integration.
• It ensures understanding how a plant responds to changes to drive increased reliability
and optimization using process simulation technology.

• It enables those with strong domain expertise to diagnose and troubleshoot.

2 Description of Scientific-Technical Solution

To demonstrate all capabilities and new level of improvement ways using digital twin
technology we investigated relatively simple technology from oil and gas upstream
sector – gas sweetening process unit of natural gas treatment plant.

Carbon dioxide (CO2) and hydrogen sulphide (H2S) are common impurities in nat-
ural gas. These impurities need to be removed to achieve required concentration levels
to meet each specific process requirements.

The most common methods for removal of CO2 and/or H2S from the gas is via
amines, physical solvents,membranes or adsorbents. The choice of technology to be used
depends on the levels of impurities to be removed. Membranes offer specific advantages
over other basic processes including [8]:

• Low operator requirement
• Elimination of solvents from plant environment
• Simple operation
• Ideal for onshore and offshore applications
• No moving parts

Gas sweetening system is one of core technologies and optimization of this process
has big influence on the total effectiveness of natural gas treatment plant [9].
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To create digital twin of gas sweetening unit the informational-control system (ICS)
of this unit should be connected to cloud. In the cloud digital twin is deployed and hosted
in analytical platform and leverages a digital twin of the membrane unit (which is most
complicated part of gas sweetening unit) to create a tuned model of the membrane.

The plant data from process unit are collected to cloud historian system and the
solution performs gross error detection and parse the information into a project specific
asset model. The data is then reconciled and analyzed using the tuned model. The model
is periodically retuned based on the reconciled data to ensure continued accuracy over
time.

The model is used to infer unmeasured parameters, forecast performance and
determine optimal operating scenarios.

The purpose of the solution is to enableminimizing of hydrocarbon loss (ormaximize
hydrocarbon recovery) from the CO2 removal process through improved execution and
optimal control of the production process.

The solution displays the key variables that impact the performance and reliable
operation of the unit. The solution provides targets for the key manipulated variables
to recommend optimal operating conditions while maintaining the constraints of the
process. It is forecasted the performance of each bank over year and quantifying the
difference in performance against the fresh bank in same service. The system notifies
the user when the difference has exceeded certain threshold value to help identify when
and which banks should be replaced.

The following variables are manipulated using digital twin model to optimize the
objective:

• Flow per bank
• Feed temperature
• Permeate pressure
• Number of banks online
• Feed pressure

Baseline for model accuracy is based on the reconciled data set. Reconciled data
will be calculated by performing a material balance linear reconciliation across the
entire membrane system.

The model accuracy is defined as:

1−ABS(Model Prediction−Reconciled Value)/(Reconciled Value)% (1)

The accuracy of the solution will be judged on the ability of the model to predict the
hydrocarbon loss in the permeate stream based on the definition of accuracy expressed
above. The accuracy of the predictions and recommendations will be subject to the
accuracy of the incoming data. Only reconciled data that passes the global gross error
detection test (based on a 95% confidence) will be considered to calculate accuracy
[10, 11].

Hydrocarbon loss is defined as:

(Permeate flow) ∗ (100% − %CO2 − %N2 in permeate) (2)
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Current HC Loss can be expressed as:

Current HC Loss = (Reconciled Permeate flow)

∗(100% − Reconciled Permeate%CO2 − Reconciled Permeate%N )
(3)

Optimal HC Loss can be expressed as:

Optimal HC Loss = (Optimal Permeate flow)

∗(100% − Optimal Permeate%CO2 − Optimal Permeate%N )
(4)

Baseline HC Loss can be expressed as:

BaselineHCLoss = (a ∗ ResidueFlow + b)

100
∗

⎛
⎝

(
Feed%CO2−22.5

Feed%CO2

)
(
28−22.5

28

)
⎞
⎠

c

∗ ResidueFlow,

(5)

where coefficients a,b,c are based on historical data from data historian system of plant
and correlating Feed CO2, Residue Flow and Hydrocarbon Loss.

Current Savings can be expressed as:

Current Savings = MAX ((Avg Baseline HC Loss
[
1H

]−Avg Current HC Loss
[
1H

]
)

∗Heating Value of HC ∗ Sales Gas Price, 0)
(6)

Optimal Savings can be expressed as:

Optimal Savings = MAX (MAX ((Avg Baseline HC Loss[1H ]

−Avg Optimal HC Loss[1H ]) ∗Heating Value of HC
∗ Sales Gas Price, (Avg Current HC Loss [1H ]

−Avg Optimal HC Loss[1H ]) ∗Heating Value of HC
∗ Sales Gas Price), 0)

(7)

Forecasted Savings can be expressed as:

Forecasted Savings = Savings Forecast Avg
[
Savings YTD/Day of the Year

]

∗NumDays Remaining in Year ∗ 0.98 + Savings YTD
(8)

Current CO2 Emissions in the model are assumed as:

Current Emissions = (Reconciled Permeate flow

∗ (C1[Rec] ∗ 1 + C2[Rec] ∗ 2 + C3[Rec] ∗ 3

+ IC4[Rec] ∗ NC4[Rec] ∗ 4 + IC5[Rec] ∗ 5

+NC5[Rec] ∗ 5 + C6[Rec] ∗ 6 + N2[Rec] ∗ 1)

∗ 1/0.8364 ∗ 0.98 ∗ 44/100) ∗ 1

+ (Reconciled Permeate flow ∗ C1[Rec] ∗ 1/0.8364

∗ 0.02 ∗ 16/100) ∗ 25

(9)
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Optimal CO2 Emissions in the model are assumed as:

Optimal Emissions = (Optimal Permeate flow

∗ (C1[Opt] ∗ 1 + C2[Opt] ∗ 2 + C3[Opt] ∗ 3

+ IC4[Opt] ∗ NC4[Opt] ∗ 4 + IC5[Opt] ∗ 5

+NC5[Opt] ∗ 5 + C6[Opt] ∗ 6 + N2[Opt] ∗ 1)

∗ 1/0.8364 ∗ 0.98 ∗ 44/100) ∗ 1

+ (Optimal Permeate flow ∗ C1[Opt] ∗ 1/0.8364

∗ 0.02 ∗ 16/100) ∗ 25

(10)

Baseline CO2 Emissions in the model are assumed as:

Baseline Emissions = (ga∗Feed % CO2 + gb)

∗
(
gc ∗Residue Flow + gd ∗ √

Residue Flow
)

+ ge,
(11)

where ga, gb, gc, gd, ge coefficients are based on historical data from data historian
systemof plant and correlating FeedCO2, Residue Flow andGreenhouseGas Emissions.

Forecasted Emission Reductions in the model are assumed as:

Forecasted Emission Reductions

= Emission Reductions Forecast Avg
[
Emissions Reductions YTD/Day of the Year

]

∗NumDays Remaining in Year + Emissions Reductions YTD
(12)

To reflect functionality of digital twin and its’ interaction with real plant specially
programmed dashboards are used.

Technical dashboard displays to process engineers and operators key performance
indicators of the gas sweetening process. It includes:

• Trend of current hydrocarbon loss and optimized hydrocarbon loss (MMSCFD)
• Trend of current production/nomination rate (MMSCFD).
• Current Operating Conditions vs Optimal/Recommended conditions
• Current performance/Conditions vs Limits
• Current and Model Predicted Conditions

Monthly KPI Report Dashboard provides a monthly summary of the overall unit
performance.

Process Flow Diagram Dashboard provides a process flow diagram of the CO2
removal membrane system. The key measured (reconciled) values as well as impor-
tant non-measured, model predicted values are displayed in the PFD Dashboard. In
addition, the PFD Dashboard also shows the recommended values of the manipulated
variables from the optimizer run results.

High LevelManagement Dashboard provides a high-level view of the current system
performance, provides visibility into the potential and actual benefit gains and provides
recommendations on when to changeout a bank of elements. It includes:
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• Current Hydrocarbon Loss
• Post Implementation Performance Gains
• Greenhouse Gas Emissions
• Post Implementation Greenhouse Gas Emission Reductions
• Operating Status
• Performance Rating
• Changeout Recommendation

Overall data integrated architecture based on real reference plant is illustrated in
Fig. 1 below.

Fig. 1. Data integration flow between real natural gas treatment plant and Digital Twin in cloud.

3 Conclusion

Implementation of digital twin technology to gas sweetening process unit of natural gas
treatment plant ensures achievement of following targets:

1. Minimizing hydrocarbon loss via permeate stream.
2. Minimizing annual cost of membrane bank operations.
3. Evaluation membrane performance and identification of optimal mainte-

nance/replacement schedule.

This research is just one of examples how digital twin model works in conjunction
with real process. So even complexity of the process unit chosen for this research is not
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so high it is obviously demonstrated that based on digital twin technology the efficiency
of the process can be raised to a new level of optimization, where the standard methods
of operated industrial facility optimization do not work anymore.
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Determination of the Boundaries of Solid
Solutions in the MnTe-Sb2Te3 and SnTe-Sb2Te3

Systems
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and M. B. Babanly1

1 Nagiyev Institute of Catalysis and Inorganic Chemistry of ANAS, Baku, Azerbaijan
2 Azerbaijan Technical University, Baku, Azerbaijan

Abstract. The boundaries of stable and metastable states of solid solutions of the
MnTe-Sb2Te3 and SnTe-Sb2Te3 systems were determined by solving the thermo-
dynamic equations of phase equilibria using the multipurpose genetic algorithm
(MGA). As initial information, we used a small amount of experimental data from
DTA and X-ray diffraction analysis, and thermodynamic functions of formation
of MnTe, SnTe, Sb2Te3, MnSb2Te4, MnSb4Te7 SnSb2Te4, and SnSb4Sb7 com-
pounds. The temperature-concentration dependences of the Gibbs energy of the
formation of solid solutions from binary compounds, as well as from simple sub-
stances in quasi-binary sections, were determined using a subregular model of
solutions of nonmolecular compounds as applied to telluride systems. The coor-
dinates of the boundaries of metastable and stable solid solutions, in contrast to the
entropy, are not very sensitive to the error in determining the enthalpy of formation
of binary and ternary tellurides of manganese, tin, and antimony. It was revealed
that the boundaries of β (Sb2Te3) solid solutions in MnTe-Sb2Te3 system extend
to 10 mol%MnTe, and to 20 mol% SnTe in SnTe-Sb2Te3 system. γ (MnSb2Te4),
δ (MnSb4Te7), γ (SnSb2Te4) and δ (SnSb4Te7) solid solutions are stable in the
50–55 mol% Sb2Te3 and 67–72 mol% Sb2Te3 concentration ranges, respectively.
Metastable solid solutions areas based on the SnSb2Te4 and SnSb4Te7 compounds
have been identified.

Keywords: Solid solutions · MnTe(SnTe)-Sb2Te3 systems · Thermodynamics ·
Multipurpose genetic algorithm

1 Introduction

Ternary tetradymite-like compounds AIVBV
2Te4, AIVBV

4Te7, AIVBV
6Te10, etc.,

formed in the AIVTe-BV
2Te3 (AIV-Mn, Ge, Sn, Pb; BV-Sb, Bi) systems, are thermo-

electric materials with low thermal conductivity [1]. These compounds belong to a new
generation of inorganic substances possessing topological insulator properties and are
very promising for use in spintronics and the creation of new devices for medicine and
security systems [2]. Among them, manganese contained layered phases are a partic-
ularly interesting research platform for studying the interplay between magnetism and
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R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 513–521, 2022.
https://doi.org/10.1007/978-3-030-92127-9_69

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_69&domain=pdf
http://orcid.org/0000-0001-8955-7910
http://orcid.org/0000-0003-1086-1085
http://orcid.org/0000-0002-9696-5872
http://orcid.org/0000-0002-8312-2980
http://orcid.org/0000-0001-5962-3710
https://doi.org/10.1007/978-3-030-92127-9_69


514 E. N. Orujlu et al.

topology [3, 4].More recently, this situation becomesmore interestingwith the discovery
of the first antiferromagnetic topological insulator – MnBi2Te4 [5].

In [6, 7] works, it is reported that ternary SnSb2Te4, SnSb4Te7, MnSb2Te4, and
MnSb4Te7 compounds are formed in MnTe-Sb2Te3 and SnTe-Sb2Te3 systems. There
are also solid solutions based on these ternary, as well as binaryMnTe, SnTe, and Sb2Te3
compounds. However, up to date, the boundaries of the stable and metastable solid
solutions in both MnTe-Sb2Te3 and SnTe-Sb2Te3 systems have not been determined.

The search for an optimal thermodynamic model of phase equilibria in quasi-binary
systems is a difficult task in materials science due to the complex interaction of compo-
nents in solid and liquid alloys. For thermodynamic optimization of the phase diagrams
of binary and multicomponent systems, the Multipurpose Genetic Algorithm (MGA)
was successfully applied in [8–13].

The aimof thiswork is thermodynamic calculation andmodeling of the solid solution
boundaries in the MnTe-Sb2Te3 and SnTe-Sb2Te3 systems.

2 Thermodynamic Equations

2.1 Equilibrium Between Condensed Phases

To determine the composition of the two phases in heterogeneous equilibrium, the
equations obtained in [12] were used:

xl2 = 1 − exp(F1(T ))

exp(F2(T )) − exp(F1(T ))
(1)

xs2 = xl2 · exp(F2)) (2)

Fi(T ) = (
�Soi − �Ho

i /T
)
/R + �G

exs,I/II
i /RT (3)

Here I and II represent phases that are in equilibrium; xIi and x
II
i are molar fractions

of phase components; xI1 = 1 − xI2; xII1 = 1 − xII2 ; �G
exs,I/II
i =

(
�G

exs,I
i − �G

exs,II
i

)

- difference between excess Gibbs free energies of the components of I and II phases.
�Soi and�Ho

i are enthalpy and formation entropy of MnTe, SnTe, Sn2Te3, MnSb2Te4,
MnSb4Te7, SnSb2Te4, and SnSb4Te7 compounds.

Equations (1–3) are used to determine the boundaries of the various crystalline
modifications of MnTe, α (SnTe), and β (Sb2Te3) solid solutions (Fig. 1 and 2). The
functions of internal stability were used for determination of the phase boundaries of
the γ (MnSb2Te4), δ (MnSb4Te7) γ (SnSb2Te4), and δ (SnSb4Te7) solid solutions [14]:

� = x(1 − x)
(
∂2�G0/∂x2

)

P,T
> 0 (4)

In (4), �G0 is the integral molar Gibbs free energy of formation of solid solutions.
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2.2 Integral Gibbs Free Energy of Solutions

To calculate the integral molar Gibbs free energy of formation of solid solutions of the γ

(SnSb2Te4) and δ (SnSb4Te7) solid solutions, a modified version of the regular solutions
model was used, which has been successfully tested in [15, 16]:

�G0
T = x

(
�Hs,0

1 − T�Ss,01

)
+ (1 − x)

(
�Hs,0

2 − T�Ss,02

)
+ axm(1 − x)n

+RT [xlnx + (1 − x) ln(1 − x)]
(5)

Here: 1- MnSb2Te4 or SnSb2Te4; 2- MnSb4Te7 or SnSb4Te7; x = x2.
MnSb2Te4-MnSb4Te7 and also SnSb2Te4-SnSb4Te7 system (Fig. 3) are internal

quasi-binary systems of MnTe–Sb2Te3 and SnTe–Sb2Te3 systems, respectively. As a
result, the thermodynamic conditions of phase equilibria can also be applied to the
MnSb2Te4-MnSb4Te7 and SnSb2Te4-SnSb4Te7 systems. Equation (5) represents the
determination of the Gibbs free energy of formation of (MnSb2Te4)1-x(MnSb4Te7)x
and (SnSb2Te4)1-x (SnSb4Te7)x solid solutions from pure Mn, Sn, Sb, and Te compo-
nents. However, this equation can be written in (6) form if we use values of MnSb2Te4,
MnSb4Te7, SnSb2Te4, and SnSb4Te7 compounds instead of elementary components.

�G0
T = axm(1 − x)n + RT [xlnx + (1 − x) ln(1 − x)] (6)

In (6), the first term represents the enthalpy of mixing of solid solutions in an asymmetric
version of the regular solutions model; for solid solutions, decomposing into two phases
has the mixing parameter a > 0; the second term represents the configurational entropy
of mixing solid solutions. In all equations: R = 8.314 J mol−1 K−1.

The thermodynamic functions of the formation of MnTe, SnTe, Sb2Te3, and ternary
compounds are listed in Table 1.

Table 1. Formation enthalpies and entropies of manganese, tin, and antimony tellurides.

Variable Units Value

�Ho
298(MnTe) kJ·mol−1 −108.7 ± 0.3

�Ho
298(MnSb2Te4) kJ·mol−1 −189.4 ± 1.6

�Ho
298(MnSb4Te7) kJ·mol−1 −263.7 ± 3.1

�Ho
298(SnTe) kJ·mol−1 −60.7 ± 0.8

�Ho
298(Sb2Te3) kJ·mol−1 −56.5 ± 0.8

�Ho
298(SnSb2Te4) kJ·mol−1 −140.4 ± 1.6

�Ho
298(SnSb4Te7) kJ·mol−1 −215.7 ± 3.1

�So298(MnTe) J·mol−1K 11.3 ± 0.8

�So298(MnSb2Te4) J·mol−1K 25.8 ± 0.5

�So298(MnSb4Te7) J·mol−1K 21.7 ± 0.5

(continued)
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Table 1. (continued)

Variable Units Value

�So298(SnTe) J·mol−1K 0.3 ± 0.1

�So298(Sb2Te3) J·mol−1K 7.1 ± 0.2

�So298(SnSb2Te4) J·mol−1K 16.8 ± 0.5

�So298(SnSb4Te7) J·mol−1K 13.8 ± 0.5

Values of the formation enthalpies and entropies of MnTe, SnTe, Sb2Te3, SnSb2Te4
compounds are taken from [17, 18]. Using the calculation method described in [19],
the thermodynamic parameters of MnSb2Te4, MnSb4Te7, SnSb2Te4 and SnSb4Te7
compounds, were determined in this work.

2.3 Method for Solving Thermodynamic Equation

Optimization of the phase diagrams of MnTe–Sb2Te3 and SnTe–Sb2Te3 systems (Fig. 1
and 2) by using Eq. (1–3) was carried out according to the following scheme using the
MGAmultipurpose genetic algorithm [8]: initially, the search range for each parameter is
determined for the MGA using the experimental data of DTA. The initial function is (3),
which includes the values of entropy, enthalpy, excess Gibbs free energies of phases that
are in thermodynamic equilibrium in the temperature range under consideration. Further,
considering that sum of molar fractions is equal to one, using Eqs. 1 and 2, the compo-
sitions of the components in the considered region of phase equilibrium are determined.
The boundary of each phase-type is generated by separate liquidus and solidus curves.
However, these curves must fit together (Fig. 1 and 2). The genetic algorithm solves this
problem based on the experimental error in determining the molar fraction (0.001 mol
fraction) and temperature (±5). The deviations of the liquidus and solidus from linearity
are related to the difference in the partial excess free energies of the MnTe, SnTe, and
Sb2Te3 compounds in the phases at equilibrium. This parameter is determined based on
the experimental DTA values. Thus, the entire phase diagrams for the MnTe-Sb2Te3 and
SnTe-Sb2Te3 systems are generated with the accuracy of experimental determination
of the composition and temperatures. The liquidus and solidus curves shown in Fig. 1
and 2 are determined on the basis of the absolute values of the enthalpy and entropy of
formation of binary and ternary compounds in Table 1. Taking into account the error in
determining these values, the liquidus and solidus represent a band of uncertainty, as in
the case of the YbTe-SnTe system [11]. A detailed description of the MGA method as
applied to modeling the boundaries of phase equilibrium is available in [12].
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To determine the parameters of the enthalpy of mixing of solid solutions in Eq. (6),
an asymmetric version of the regular solutions model was used, according to which m
�= n �= 1 [16]. The following conditions were used to carry out the iterative process for
the MGA:

x = 0 ÷ 1; a > 0;m > n > 1; 300K < T < 800K

As a result of calculations, dependence (6) was obtained in the form:

�G0
T (J/mol) = 40 ∗ 107 ∗ x8 ∗ (1 − x)10.5 + 8.314 ∗ T ∗ (x ∗ ln(x) + (1 − x) ∗ ln(1 − x)) (7)

From (7) for the stability function of solid solutions based onSnSb2Te4 andSnSb2Te4
we obtain:

Ψ/4 =
(
100 ∗ 108 ∗ x9 ∗ (1 − x)9.5 − 168 ∗ 108 ∗ x8 ∗ (1 − x)10.5 + 56 ∗ 108 ∗ x7 ∗ (1 − x)11.5

)
+ 1663

(8)

Here x- mole fraction SnSb4Te7 in solid solution (SnSb2Te4)1-x(SnSb4Te7)x. Equa-
tions (7) and (8) are presented in the computer version.

The optimized phase diagrams of MnTe–Sb2Te3, SnTe–Sb2Te3 systems and
of the Gibbs free energy of mixing, the stability function of solid solutions
(SnSb2Te3)1-x(SnSb4Te7)x are shown in Fig. 1, 2 and Fig. 3, respectively.

Fig. 1. Phase diagram of the system MnTe-Sb2Te3 [6]. •- DTA experiment, curves - thermody-
namic calculation for solidus.
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Fig. 2. Phase diagram of the system SnTe-Sb2Te3 [7]. •- DTA experiment, curves - thermody-
namic calculation solidus.

3 Results and Discussion

The phase diagrams of theMnTe(SnTe)–Sb2Te3 systems (Fig. 1 and 2) are characterized
by the formation of the peritectic compounds MnSb2Te4, MnSb4Te7 SnSb2Te4, and
SnSb4Te7, solid solutions based on these compounds, as well as based on SnTe, Sb2Te3
compounds. Solid solutions γ (MnSb2Te4), δ (MnSb4Te7), γ (SnSb2Te4), δ (SnSb4Te7),
α (SnTe) and β (Sb2Te3) in the corresponding concentration ranges (Fig. 1 and 2) are
thermodynamically stable. However, along with stable phases, as a result of fluctuations,
metastable phases with relative thermodynamic stability (Eq. 4) can be formed. As can
be seen, in Fig. 1 and 2 the boundaries between the homogeneous and heterogeneous
phases are binodal. The binodal curve in the phase diagram of the binary system is the
boundary between the stable andmetastable states, and the spinodal curve is the boundary
between the metastable and unstable states of solutions. Due to the high sensitivity of
the stability function ψ (Eq. 4) to experimental thermodynamic data, this function was
applied to the SnSb2Te4-SnSb4Te7 quasi-binary section (Fig. 3), which is the internal
section of the SnTe-Sb2Te3 system (Fig. 2). From Fig. 3, based on the values of the
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Fig. 3. Dependences of the Gibbs free energy of mixing (Eq. 7) and the stability function (Eq. 8)
of solid solutions (SnSb2Te3)1-x(SnSb4Te7)x on the composition at 800K.

stability function (ψ > 0), it follows that, in addition to stable solid solutions of phases
γ and δ, metastable phases γ*(SnSb2Te4) and δ*(SnSb4Te7) can form in the system,
which has relative stability.

In the case of decomposition of metastable phases, infinitesimal fluctuations lead to
an increase in the regions of coexistence of final stable phases, in particular, nanoscale
γ (MnSb2Te4), δ (MnSb4Te7) γ*(SnSb2Te4) and δ*(SnSb4Te7) solid solutions.

4 Conclusions

MGAmade it possible to determine the parameters of the analytical dependences of the
Gibbs free energy of formation of liquid and solid solutions of various modifications
on the composition and temperature in the MnTe-Sb2Te3 and SnTe-Sb2Te3 systems.
The boundaries of the equilibrium liquid-solid alloys, stable, metastable, and unstable
state of solid solutions in the MnTe-Sb2Te3, SnTe-Sb2Te3, and in the internal section of
this system SnSb2Te4-SnSb4Te7 have been determined. Uncertainty bounds stable and
metastable solid solution are most sensitive to the values of entropy of formation MnTe,
SnTe, Sb2Te3, MnSb2Te4, MnSb4Te7, SnSb2Te4, and SnSb4Te7.

The information obtained is intended to determine the optimal conditions for the
synthesis of nanolayers of solid solutions based on two and three-componentmanganese,
tin, and stibium tellurides for obtention of perspective topological insulator phases.
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Reserves

I. Y. Bayramov , A. N. Gurbanov , O. M. Mirzayev , and I. Z. Sardarova(B)

Azerbaijan State Oil and Industry University, Baku, Azerbaijan

Abstract. The article discusses some of the problems of modeling and manag-
ing complex oil and gas production systems under uncertainty, provides a detailed
technology for calculations at risk and uncertainty, as well as practical calculations
at objects and processes in the oil and gas industry under uncertainty and optimiza-
tion issues are discussed, in which case inaccurate data (interval, fuzzy) are used
in static and dynamic models. Specific practical examples show the advantages
of using fuzzy set theory in solving problems of management and control of gas
fields and gas production system facilities in conditions of uncertainty.

Keywords: Management · Uncertainty · Fuzzy set · Affiliation function · Oil
and gas industry · Numerical methods · Static models · Dynamic models

1 Introduction

In the development of the gas industry in modern times, the most pressing issues are the
improvement of methods for calculating the amount of gas reserves in gas fields and the
process of exploration of natural gas fields by rational methods. Thus, the improvement
of these methods is the rapid discovery of natural gas fields and their development at
low cost.

Calculation methods and mining studies of wells and reservoirs should allow to
determine the parameters of aerated aquifers based on their areas and thicknesses. Giving
accurate forecast of field development, regulating the processing process, finding the
optimal design solution, etc. without having reliable knowledge about the parameters
of the layers is not possible. The accuracy of the solutions to these issues depends to a
large extent on the strategy for extracting gas reserves and the efficient use of capital
investment for infrastructure and additional drilling.

The uncertainty of the situation for gas fields as a whole is “porosity”, “thickness”
and so on. mainly depends on the ambiguity of the concepts. Thus, the measurement
of these parameters is carried out at different points in the field, but the heterogeneous
environment of these quantities varies significantly throughout the field. The application
of average and measured average values of parameters for calculations can lead to the
acquisition of significantly mixed accurate values of parameters.

As a result of the research, it became clear that there are different methods of esti-
mating reserves, the results of the calculations are inconsistent due to significant errors
in the initial data, as the redundancy of information should allow to accurately estimate
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reserves. The study also found that the cost of reserves, which depends on the accuracy
of the installation of isobar cards, gas layer, porosity, layer’s power and the amount of
gas produced, reaches 25–35%.

2 Statement of the Problem

Since the errors of various devices and sensors indirectly affect the values of a number
of parameters, it became necessary to calculate the coefficients of inaccurately given
parameters and equations. Substituting deterministic, i.e. exact, quantities with inac-
curately given quantities significantly complicates the calculation procedure, so it is
necessary to use their iterative selection to obtain the accepted result. In this case, it is
also difficult to estimate the error of the result. Often the parameters and coefficients of
the equation also include various quantities of uncertainty (interval, fuzzy, stochastic,
heuristic (based on expert estimates), etc.). Therefore, there is a need to describe all
information in the language of a single formal fuzzy set, in which case the inaccurately
given characteristic quantity can be expressed as a membership function.

Let’s use the known equation to calculate gas reserves by the volume method and
note the fuzzy given quantities. Let’s describe it with the following expression:

V = α · m · h · S · P1T0
P0T1Z

= α · m · h · S · C

Here:
α - gas reserve factor;
h – layer’s thickness, m;
S - gas area, m2;
Z - gas compression ratio;
P1 - formation pressure, Pa;
T1 – layer’s temperature, K;
V - gas reserves brought to normal conditions when P0 and T0, m3.
Unlike existing practice, it is more efficient to use their membership functionsμ(m),

μ(α), μ(h), μ(S) than the various averaging methods used to obtain accurate estimates
for each parameter in advance.

We obtain the resultant function of gas reserves from Eq. (1) based on the definition
of algebraic operations:

μ0(α) = maxU [μ(α) ∧ μ(α) ∧ μ(h) ∧ μ(S)]
Here: U = {(α,m, h, S)|α · m · h · S · C = V }.
It is extremely difficult to find the quantity μ0(V) from the formula (2) by analytical

methods. Therefore, numerical methods are used to solve this type of practical problems.
The simplest of them is the opposite method. In this case, the resulting membership
function is calculated by sequentially applying this algebraic operation (see Fig. 1).
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Fig. 1. The resulting membership functions. 1 - μ_1(x) first membership function, 2 - μ_2(y)
second membership function, 3 - μ_3 (z) membership function of result.

The algorithm for finding the resultant membership function μ3(z) by the inverse
method as a result of algebraic operations on two arbitrary membership functions, such
as μ1(x) and μ2(y), consists of the following steps:

1) For the functions μ1(x) · [0, α], μ2(y) · [0, β], α ≤ 1, β ≤ 1 we divide the piece [0,
∧β] into parts by the points ni ε [0,α ∧β] (i = 1, 2, …, n).

2) For everymi,we determine the ni set of corresponding levels fromequationsμ1(x) =
ni, μ2(y) = ni

σni (
�
x) = [x′

i, x
′′
i ];

σni (
�
y) = [y′

i, y
′′
i ].

σni (
�
z) = σni (

�
x) ∗ σni (

�
y) = [z′

i, z
′′
i ]

3) We find the resolution functions from the ni leveled set. Note that symbol * is the
corresponding interval operation.

As an example, we use the algorithm for calculating gas reserves by the volume
method for any hypothetical field. The data for the calculation are obtained as a result
of the processing of geological and mining information (Table 1), taking into account
the measurement error of each variable.
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Table 1. Preliminary data for the calculation of gas reserves

Parameters Minimum rate of
parameter

Similar to reality rate of
parameter

Maximum rate of
parameter

α 0,4 0,6 0,8

m 0,2 0,3 0,4

h 10 30 70

S 1,9 · 109 2 · 109 2,1 · 109

Based on the data in the table above, we build a triangular membership function for
each parameter:

μ(α) =
{
3.33(α − 0.3), 0.3 ≤ α ≤ 0.6,

−5(α − 0.8), 0.6 ≤ α ≤ 0.8,

μ(m) =
{
10(m − 0.2), 0.2 ≤ m ≤ 0.3,

−10(m − 0.4), 0.3 ≤ m ≤ 0.4,

μ(h) =
{
0.05(h − 10), 10 ≤ h ≤ 30,

−0.025(α − 70), 30 ≤ h ≤ 70,

μ(S) =
{
0.01(S − 1900), 1900 ≤ S ≤ 200,

−0.01(S − 2100), 2000 ≤ S ≤ 2100

Membership functions can be set more accurately. In addition, rock survey methods,
measurement errors of appropriate devices, survey data for all wells, etc. should be used.
However, it should be noted that this numerical method used by us allows to work with
any type of function.

Based on this algorithm, an n-level set is calculated for theμ0(V) function (Table 2).
In this case, the membership function takes the value 1, so the fraction [0,1] is divided
into n - levels. This is presented in the first column of Table 2.

The results of the second stage of this algorithm for member functions are given in
columns 2, 3, 4, and 5, respectively, of Table 2. The results are presented at sixth column,
taking into account that the final result is multiplied by the constant C.

Table 2. N-level sets calculated for the function μ0(V)

N σn(
�
α) σn(

�
m) σn(

�

h) σn(
�

S) σn(
�

V )

0 [0.3, 0.8] [0.2, 0.4] [10, 70] [1.9, 2.1]109 [0.145, 5.97]1012

0,5 [0.45, 0.7] [0.25, 0.35] [20, 50] [1.95, 2.05]109 [0.557, 3.19]1012

1 0.6 0.3 30 2.0 · 109 1.37 · 1012
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As a result of the application of the inverse numerical method, the graph of theμ0(V)
function is shown in the figure below (Fig. 2).

Fig. 2. Membership functions for gas reserves: 1 - prices of gas reserves by the volume method;
2 - prices of gas reserves by the balance method; 3 - prices agreed by both methods

The resulting reserves are estimated by analogy to formula (1). Note that only in this
case the multiple factor is used, as it actively characterizes the type of collector used.
The resultant coefficient of gas flow is defined as the fuzzy quantitative ratio of output
and balance reserves (Fig. 3).

Fig. 3. Membership function of gas transfer coefficient

Figure 4 shows the estimation of gas reserves using the triangular function and the
Monte Carlo method. Analysis of the results shows that the Monte-Carlo method cuts
off some of the distribution and narrows the area of uncertainty in reserve prices.
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Fig. 4. Comparison of gas reserves estimation: 1 - frequency histogram by Monte-Carlo method;
2 - normalization of the triangular-type membership function

Now let’s describe the process of calculating oil reserves based on fuzzy sets theory.
Let’s use a known equation to calculate oil reserves by the volume method based on

average prices, so that all or some quantities of this equation can be given fuzzily. This
equation can be expressed as follows:

Qe = F · he.n.l.h · ka.m.em. · kn.d .em. · θ · ρ

Where, Qe – primary oil reserves;
F – square of oil field;
he.n.h.l – effective oil line height;
ka.m.em – open porosity coefficient;
kn.d.em. – oil content coefficient;
θ – recalculation coefficient taking into account oil compression;
ρ – oil density under standard conditions.

We replace all calculated parameters with their correspondingmembership functions
μ(F), μ(he.n.l.h),μ(ka.m.em..), μ(kn.d .em.).

The boundary points for theμ(F)membership function are determined by the internal
and external contours of the oil or by the error of the value of the F-field. In lithological
heterogeneity of deposits, the membership functions μ(he.n.l.h),μ(ka.m.em..), μ(kn.d .em.)

are determined by the wells that fall into the productive zone, the area F and, accordingly,
the membership function μ(F) by the zone of the strata.

From the equation shown by performing algebraic operations on fuzzy quantities,
we obtain the following for the resultant membership function for oil reserves:

μ0(Qe) = max
U

[μ(F) ∧ μ(he.n.l.h) · μ(ka.m.em..) · μ(kn.d .em.)]

U = {(F, he.n.l.h, ka.m.em.., kn.d .em.)|F · he.n.l.h · ka.m.em.. · kn.d .em. · θ · ρ = Qe}
For the solution of practical problems,μ0(Qe)membership function is defined by the

inverse numerical method. To apply the algorithm, we build a triangular membership
function for each parameter. Based on the inverse numerical method, an r-level set
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is calculated for the μ0(Qe) function. In this case, the membership functions μ(F),

μ(he.n.l.h),μ(ka.m.em..), μ(kn.d .em.) takes the value 1, and therefore the fraction [0,1] is
divided by r-level.

3 Conclusion

The article shows the advantages of using of fuzzy sets theory in solving problems of
management and control of objects of gas fields production system in conditions of
uncertainty. Using of the gas resource price method was analyzed using the volume and
balance method as an example. The analyzes carried out by the Monte-Carlo method
revealed that during the distribution, the area of uncertainty of the fractional and reserve
prices of a certain part is narrowed. It has also been found that used numerical method
allows to work with any type of function.
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Abstract. Among numerous methods of presenting and processing spatial infor-
mation, special attention is given to those that are oriented towards consider-
ation of the entire available set of NOT - factors characterizing real available
data and approaches to their processing, having ambiguities, uncertainties and
incomplete corresponding models and methods. In holistic established systems,
their behaviour may be described by order parameters whose relationship to the
system of known measures is generally non-linear and complex. However, these
order parameters allow one to adequately describe the system, its stability, and the
possibility of deterministic chaos.

In other words, hidden qualities of the environment objects, including those
caused by human factor impact, can be present. In this paper, we suggest to extend
the certain well-proven best practices in data analysis and transformation in the
single training environment information space to solving the actual social and
economic problems. The subject of this study is the information semantic system
in terms of recording non-obvious properties of space images and prospects of their
application in identifying extended objects of the Earth’s surface. In addition, the
paper provides approaches to revealing hidden and hideable artifacts, information
bookmarks. A version of classification of this property manifestation types is
given, as well as its description in soft model language.

Keywords: NOT-factors · Security · Intelligent systems · Semantic information ·
Intelligent security · Order parameters

1 Introduction

Humanparticipation in the formation, perception, processing, anddisseminationof infor-
mation, in the formof certain intellectual products, raises a number of problems related to
the elucidation of mechanisms of functioning of the individual, as an intellectual system
and the interpretation of the results of such activities. Intellectual products often have
discernible traits of developer’s (or a man-machine development complex) individuality.
For the last few years, such “intelligent bookmarks” have been rapidly transferring from
the psychologists’ area of interest to mathematical and technical areas.

It is supplemented by historically established system of measures for the properties
of the physical environment and its separate components. In holistic established sys-
tems, their behaviour may be described by order parameters whose relationship to the
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system of known measures is generally non-linear and complex. However, these order
parameters allow one to adequately describe the system, its stability, and the possibil-
ity of deterministic chaos. In other words, hidden qualities of the environment objects,
including those caused by human factor impact, can be [1, 2].

The methodology for studying a single geoinformation space involves a set of inter-
related principles and approaches, including a digital description of a set of private repre-
sentations of the studied space, created by a person in a virtual (computer) environment
and its use in solving spatial problems and developing spatial solutions.

The analysis of known human models as a decision-maker (DM) revealed that they
have certain common components that form structures related to the intelligent-hidden
(intellatent). The concept of intellatency was introduced in [3] for solving problems of
logical level and further extended [4] to the other, more complex intelligent problems.

Although such notions as “intelligence”, “artificial intelligence”, “intelligent sys-
tems” and others arewidespread by now, they have no strict and unambiguous definitions.
Without setting the task of their regular redefinition, let us use such an unambiguous
notion as “metric intelligence” as basic.

2 Materials and Methods

In work [5], the system complexity is manifested through: a) complexity of its compo-
nents; b) complexity of structure and architecture, c) complexity of behavior, systems,
representing the subject of our study, have any combination of the conditions specified.

In terms of cognitive science, “studying and simulating principles of organization
and operation of natural and artificial intelligent systems” [6], an intelligent model of
the Single Geoinformation Space ((SGS) can get a special role. In the first turn, it
happens because an object of manipulation (acceptance, processing, storage) in SGS
[7] is semantic information, such as knowledge, a subject, a person, a decision maker.
Therefore, the case is one of versions of the information semantic system, the functioning
of which is aimed at achieving the certain goal, i.e., ability process information.

� = {τ, ζ, γ, δ}, (1)

where τ, ζ, γ, δ is, respectively, text, sound, graphic and (thermo)dynamic information.
Complex (or multimedia) forms, the number of which at two simultaneously used com-
ponents is C4

2 = 6, and at three components, number of forms is C4
3 = 4, can be formed

on the basis of homogeneous forms.
Let us assume the existence of some semantic information (knowledge) of the certain

object (physical or abstract) in any form, available for formation and perception, and
having the completed nature. Let us call this information primary. On practice, it may be
performed in the formof amessage about the location of a problem-oriented object on the
certain territory. Assume that, as the result of moving in the information semantic system
(ISS), analytical and synthetic and logical transformation, this information has changed
in volume and/or presentation form. Let us call it resulting or secondary. Obviously,
that its content cannot exceed primary, because loss is possible, and sometimes even
inevitable.
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Elements that form ISS are semantic objects (SOs), for example, man-machine
systems. Numerous typical SOs in ISS can be described with an expression:

� = {λ, ν, κ}, (2)

where λis (are) a person (people), ν, a carrier (carriers) of semantic information of any
form, κ are intelligent systems (computers). he component ν acts as a mediator, and
components λ, κ are equal to the certain extent. Let us also note that, due to the fact
that the SGS is a system with a purpose, the prerequisite for its existence is the principle
possibility of reaching this goal. For this purpose, 1) SOs should be intercompatible; 2)
ISS should have the “soft logic”, i.e., process information and make decisions based on
using the semantic interaction with real world objects, in the first turn, people [3].

The first requirement for semantic compatibility is achieved through conjunction in
all components of any pair of semantic objects with non-zero structural relations. The
second requirements may be fulfilled when using the fuzzy logic apparatus [8].

SGS efficient operation is achieved when the following principles are met:

1. Principle of semantic topology. Semantic information cannot be reduced upon
changing forms of its representation or their complexation [4].

In formal recording, the specified principle is presented as

(∀ϕi
1(ϕ

i
1 ∈ Φ1) ∨ . . . ∨ (∀ϕi

1(ϕ
j
n ∈ Φn)ad |SI |)), (3)

where ϕi
k , – semantic information representation form; k = 1…n - number of mul-

timedia components; i = 1…m – number of types of SI homogeneous presentation
forms; j = 1…Ci

k - number of types of SI complex presentation forms at i trans-
fer channels and k complexation degrees; |SI| - semantic information, required and
sufficient for unambiguous knowledge of an object; ad – adequacy ratio sign.

In practical application for the SGS, this principle is expressed in possibilities for
knowledge provision through various forms at constant meaning preservation. At the
modern stage of SGS development, the principle can be fully implemented only with
human participation with intuitive and heuristic methods. However, hardware and
software have been already developed and successfully functioning [6], that provide
automated procedures of transfer from text to sound form of semantic information
presentation and back, and to graphical and graph-dynamic form, that deal with
virtual images.

2. Principle of inadequacy. “Full adequacy between an object and semantic informa-
tion, that reflects it, is impossible” [4].

In formal recording, the specified principle is presented as

∀Ω(Ω ⇒ Φ) → ad(Ω ⇒ SI), (4)

where  - object; ⇒ - representation;
Φ = {Φ ik}, i = 1..m; k = 1..n– “totality of all possible forms of the object

semantic information (SI) presentation; ad – inadequacy ratio. Therefore, the case
is not absolute, but rather relative adequacy of primary semantic information to the
cognitive object” [4].



532 V. V. Khramov

Security as the Information System Property
In general case, security characterizes information “objects with conditions that are
not hidden in a set of similar objects. From it, an object selects an actually used state,
that may be changed with time. An observer has information on the set of possible
conditions, 3 probabilistic characteristics, and may know previous actual conditions,
but the current one is unknown to him/her” [3].

Any information objects of natural and artificial origin, without regard of destina-
tion, can be hidden. These are agricultural objects, mineral deposits, human diseases,
movable robot coordinates, and so on.

2.1 Principles of Intelligent Security (Intellatency)

3. Principle of direct intellatency. Secondary semantic information about the object
coincides on the semantic source with primary information with accuracy to the
subject intelligence index.

In formal recording, the specified principle is given as

∀σI(σI ∈ SI)[SI2 + σr ⊂ SI1], (5)

where σI - intelligence index, having dimensionality of semantic information and
meeting the condition

σ = kn(Sup(SI2)) − Inf (SI2)), (6)

At this, Sup (SI2), Inf (SI2) are the upper and the lower edges of SI2, respectively,
and kn is the nonlinear coefficient, in general case.

On practice taking this principle into account provides for identification of kn
coefficient nonlinearity.

4. Principle of secondary intellatency. Secondary semantic information about the object
coincides on the semantic source of artificial origin with primary information with
accuracy to the subjectivity index.

In formal recording, the specified principle is similar to the previous one and has the
form of

∀σc(σc ∈ SI)[SI2 + σc ⊂ SI1], (7)

where

σc = f (σII , Δ1; σI2, Δ2; σIj, Δj; . . . σIm, Δm) (8)

σI
j, � j, j = 1..m are, respectively, intelligence indices of the semantic source

components (for example, software) and their share (weight, significance coefficients)
in this source system.

On practice of creating and setting of SGS with the high level of applied digital
technologies, taking this principle into account provides for selection and development
of such software that would provide variant recognition with the possibility of automatic
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or automated SGS adaptation to the test object, possibility, and permissibility to involve
a person or artificial intelligence not only separately as a decision maker (DM), but
hybrid intelligence, biont, too [8]. But, as the entire modern IS theory proved, “modern
intelligent system should be capable of recording and simulation of the complex of
NOT-factors, running through its interaction with the environment” [9]. This is also
fully applied to space image analysis system.

A. NO Factors and Security
Real condition of SGS, as a man-machine system, provides for the known level of
uncertainty, which is “accompanied by the hazard of non-achieving the goal of this
system and requires risk, which increases uncertainty and gives rise to new hazards”
[10].

Let us distinguish the main NOT-factors, related to security in the whole and to
object-oriented security, in particular, and generate uncertainty, “connected with:

1) lack of knowledge of the form of some deterministic functions, their numerical
characteristics and values of constants, describing intra- and intersystem processes;

2) lack of knowledge of the certain factors(processes), affecting operation of intelligent
systems, including SGS;

3) mathematic incommensurability of numerical estimates of values, characterizing
processes in the system (irrationality);

4) quantum and mechanic and thermodynamic effects, originating from the comple-
mentarity principle: they follow Heisenberg indeterminacy principle, which may
considerably affect the functioning of conflicting systems;

5) unknown deliberate action or behavior (of a subject, for example, competitor). It is
operative uncertainty, inherent to man-machine systems and leading to risk”; [9].

Totality of such security elements was revealed during the earth surface objects
monitoring with SGS [7].

B. Means of Intellatency Estimation
It is usual to distinguish software and hardware means of estimation of any security,
including intelligent security [3–5]. However, algorithms of revealing hidden and hide-
able (including active methods) intelligent bookmarks are primary in both cases. Direct
solution of the detection problem is based on building binary trees of revealing hidden
semantic objects. Prior to this case, even the security unit [11] was obtained that was
called diz (number of binary measurements).

As a security measure R of numerous possible events

X = {xi}, I = 1..Na,

where Na is (a priori random value) the number of possible alternatives in search for
the bookmark, path length expectation lav is accepted from the binary tree root to the
bookmark identification point. In other words, the case is the average number of steps
during the search with regard of probabilities of their use:

R = m(li) =
∑A

i=1
P(li),
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where m( li) is expectation;
P (li) – probability of using the path li, in general case, at equal probability of their

use, we may accept P ( li) = 1 / Na.
At such problem setting, the following security types may be differentiated [11, 12].
“Algorithmic security, determined by the required average number of binary mea-

surements for revealing a bookmark at the certain set search algorithm. If interference
is absent, it may be computed by the formula (8).

Potential security, determined by the required minimal number of diz for revealing
a bookmark at all possible search algorithms σ i ∈ Σ S = min R(σ ). At this, potential
security becomes the objective characteristic of properties of the set (system) of semantic
objects to resist the revealing of a bookmark, the measure of complexity of the search
procedure organization.

Entropy security, potential security, computed by the formula defining Shannon
entropy” [6]:

S = −
A∑

i=1

Pi log Pi (9)

Imaginary security, (let us set it asQ) - a part of initial uncertainty (defined by theEq. (9)),
that cannot be removed with binary measurements due to interference and masking.

Complex security, (let us set it as S = S + j(Q) – “complex number, a real part
of which can be, for example, computed by formulas (8,9) and is subject to removal
with binary measurements, and imaginary, to such measurements” [3] and not subject
to removal, requiring special procedures for its identification.

The main part of “imaginary” security in all intellectual work products can be clas-
sified as Intel latency [3] and can be removed only with heuristic methods at the modern
stage. In respect to knowledge, stored in the SGS base, as an intellectual work prod-
uct, the probabilistic and entropy approaches, set forth above, are applicable with the
significance level, defined with the so-called “imaginary” component.

3 Discussion

Let us assume that we obtained a set from n (scalar) parameters following the results of,
in general case, inadequate tests. Then, integral estimate of hidden semantic information
can be defined as a linear separating function for the fuzzy classification algorithm in the
following form:F(λ,−→x ),where−→x = {x1, x2,…, xn} – vector of parameter values, reveal-
ing inner content of integral estimate of the information object security components; λ

= {λ1,…,λt} - weight vector.
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It is possible to introduce characteristic functions for each described test of the
information object xi, with regard of initial fuzziness:

0 ≤ ωit(xt) ≤ 1, ∀xt ∈ X , (10)

where t ∈ � is a sampling element.
Themethodology of using the properties of a single information space to improve the

efficiency of managing socio-economic systems has shown its consistency. In a number
of publications, author suggests variants of using the proposed classification of the latent
properties of information objects for pattern recognition in computer vision systems of
robots [4, 13], for studying the Earth from space and assessing the state ecology [7, 14,
15], as well as to assess the state andmanagement of education in a particular region [14].
Currently, research is being carried out to establish the measurability of relationships
between individual NOT-factors of the model of a single information space with an
assessment of their latency.

The task here is, by “varying the vector λ, values, define such value of the separating
function that would correspond to the best, to the certain extent, object separation” [7]
by security classes.

4 Conclusion

The obtained security characteristics allow to carry out the constructive qualitative anal-
ysis of information objects of the Earth’s surface images by space intelligence. The
research has focused on the SGS information semantic system in terms of considering
the opaque properties of space images and prospects for their use in the identification of
extended objects of Earth’s surface.

The approaches proposedmay be also used in the line of other applications, technical
diagnostics, problems of intelligent analysis of states of objects with various origin.
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Use of Defuzzification Technique in a Pulse Echo
Method for Cable Fault Locating
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Azerbaijan State Oil and Industry University, Azadliq Avenue 1010, Baku, Azerbaijan

Abstract. A pulse echo method is widely used for cable fault locating. This
approach is one of time domain reflectometry methods as well as arc reflection,
and impulse current. Some advantages and disadvantages of a pulse echo method
are listed. The main disadvantage of methods using an oscilloscope is difficulty
of defining the returning moment in the result of distorting of the front of the
pulse. Then a possibility of use of adaptive algorithms for cable fault locating
was analyzed. The disadvantage of use of adaptive algorithms is the complexity
of calculations. So, a new computational algorithm using centroid defuzzification
method is offered for cable fault locating. Firstly, we proved that time diagrams
(reflectograms) of the impulse reflected from the fault location can be considered
as a fuzzy set. This new approach will be able to use in all problems connected
with signals processing, not only in this problem. Then it is offered to define the
fault location on basis of a defuzzification operation. We have chosen the centroid
defuzzification method. In comparison, with methods using an oscilloscope, in
the offering method, the distorting of the front of the pulse returning from the
fault location does not disturb precision so much. In comparison, with adaptive
algorithms, calculations carried out with the offered method are simpler.

Keywords: Pulse echo method · Time domain reflectometry · Adaptive
algorithm · Defuzzification · Centroid method

1 Introduction

A pulse echo method is widely used for cable fault locating. This approach is one of
time domain reflectometry methods as well as arc reflection, and impulse current. A
pulse echo method technique uses a combination of a receiver and a transmitter. These
devices are parts of a time domain reflectometer [1, 2].

According to this method a sounding signal from a transmitter is a short duration
pulse signal that has a high frequency and a low voltage. This signal enters onto a cable.
Traveling along the surface of the cable this signal’s energy reflects from disruptions and
comes back. The energy can reflect partially or in full. The reflected energy depends on
a value of impedance changing in disruptions.
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That time interval between a sounding pulse and a reflected pulse is measured by
means of a time domain reflectometer. The distance until a fault location is calculated
on basis of this time interval:

l = v · t
2

(1)

where l is the distance from the time domain reflectometer until a fault location; v is
a speed of traveling (propagation velocity) of the sounding pulse along the cable; t is
the measured time interval between the sounding and reflected pulses. Dividing by 2 is
because of the pulse goes until a disruption and as well as reflects from that during the
time t.

A pulse echo method has some advantages. For example, the ability to determine
damage that is unstable and distinguishing the places of each of several simultaneous
damages. A fault location can be found fast and easily. The method uses pulses of small
voltage that is safe for operating personnel and prevents stress to the cable.

Nevertheless, this method has some disadvantages. A part of systems based on this
method includes an oscilloscope. With the help of an oscilloscope, the time between
the sounding and reflected pulses is determined. As it is known, a real pulse has a finite
duration and has an unlimited spectrum. Due to the limited bandwidth of the cable, the
reflected pulse loses its high-frequency components. Since the steepness of the pulse
fronts is due to the presence in their spectrum of components with frequencies that are
many times higher than the fundamental frequency, the front of the reflected signal is
distorted. In addition, as it travels through the cable, the pulse is attenuated and interfered
with noise. As a result, it is difficult to determine accurately the beginning of the reflected
pulse on the oscilloscope.

Adaptive [3, 4] and correlation [5] algorithms realized on computers are devoid of
this disadvantage because, they do not just work with the impulse front. The values of
the coefficients they calculate are most affected by the middle part of the pulse. The
pulse’s middle part has more energy (amplitude) and is less distorted. That middle part
of the pulse consists of low-frequency components not high-frequency ones.

In [3, 4], it was analyzed an adaptive algorithm for cable fault locating. The cable
has a multitude of conditional sections. Their lengths are equal to the distance to which
the pulse can pass during the time τ, where the τ is the length of the sounding pulse. The
algorithm is mathematically shown as follows:

CI(J) = CI(J − 1) + A

A + J

{
Y(J) −

N∑
K=1

CK(J − 1)XK(J)

}
XI(J) (2)

where CI(J) is the value of the coefficient CI in the Jth moment, “A” is any constant
coefficient, Y (J) is the value of the reflected pulse Y in the Jth moment, XI(J) is the
value of the delayed pulse XI of the sounding pulse X in the Jth moment.

The sounding pulse is repeatedly delayed for a time τ (the length of the sounding
pulse). Index “I” shows the serial number of the soundingpulse delay. In general I = 1,N,
whereN is the number of conventional cable sections and delayed pulses. Delayed pulses
are mutually orthogonal. The end of one delayed pulse coincides with the beginning of
the next one.
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The essence of the method based on the adaptive algorithm is that at 100% time
coincidence of the pulse reflected from the damage with the Ith delayed pulse XI (case
1), the value of the Ith coefficient CI should noticeably exceed values of other coefficients
CM. Here M = 1,N and I �= M. In this case, localization of damage takes place in the
Ith section.

In case of partial time coincidence of the pulse reflected from the damage with two
subsequent delayed pulses XI and XI+1 (case 2), similarly, the values of the coefficients
CI and CI+1 must noticeably exceed values of other coefficients CK. Here K = 1,N,
where K �= I and K �= I + 1. Moreover, that coefficient of CI and CI+1 has the greatest
value, which corresponds to the delay of the sounding pulse, the most coinciding in time
with the pulse Y reflected from the damage. In this case, the location of the damage is
determined within sections I and I + 1.

The disadvantage of this method is the complexity of the calculations according
to formula (2). In addition, it is necessary to imagine that a cable consists of many
conventional parts. After finding the CI coefficient corresponding to each Ith part, it is
necessary to compare all CI coefficients to determine the largest one of them (case 1) or
the largest two of them (case 2). In both cases (case 1 and case 2), the coming moment
of the pulse returning from the location of damage is determined by the index of the
largest coefficient CI: t = I·τ.

In this paper, a new computational algorithm using centroid defuzzification method
is offered for cable fault locating.

2 Method

In this paper, a new calculation algorithm for cable fault locating on basis of pulse echo
method is offered. The algorithm is based on using centroid defuzzificationmethod. Here
we mainly use defuzzification as fuzzy technology. To do this, we must firstly prove that
the time diagrams (reflectograms) of the impulse reflected from the fault location can
be considered as a fuzzy set.

First of all, let us remember what a fuzzy set is.
Definition of fuzzy sets [6, 7]. Suppose that x elements belong to the universal set

X, i.e. x ∈ X. If we mark entering of x elements to a set A with μA(x), then a collection
of pairs (μA(x), x) is a fuzzy set A in a universal set X. The quantity μA(x) is called
the membership degree of the fuzzy set A.

Reflectograms show the time dependence of the amplitude of the pulse returning
from the fault location (Fig. 1). In other words, it shows exactly when the impulse
returning from the fault location exists. We are just interested in that moment. If we
know this moment, we can determine the fault location according to formula (1). Let us
imagine a fuzzy set called “the returningmoment of the impulse from the fault location”.
In this case, the all time axis, i.e. t ∈ (0, ∞), plays the role of a universal set. Therefore,
different moments of time are elements of the fuzzy set that we define. The amplitude
of the impulse returning from the fault location plays the role of a membership degree.
Indeed, in the absence of the pulse returning from the fault location, the amplitudes on the
reflectogram are either zero or very close to zero. In the presence of the pulse returning
from the fault location, the amplitude differs sharply from the background of total zero
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(or close to zero). In other words, in those moments, the membership degree gets higher
in the fuzzy set, which we call “the returning moment of the impulse from the fault
location”. Then we can say that time moments, during that the impulse returning from
the fault location exists really, enter the fuzzy set we defined with larger membership
degrees.

t

Fig. 1. A reflectogram of the pulse returning from the fault location.

It should also be noted that the shape of the impulse returning from the fault location
is similar to the Gaussian membership function. This is due to the fact that according
to theory of signals, fronts of the impulse returning from the fault location are more
distorted. This is because the pulse fronts are formed by the high-frequency components
of the signal. Because the bandwidth of the cable and the receiver is limited, some of
these high-frequency components are cut off. In other words, the pulse is smoothed. We
talked about this above. The resemblance of the impulse returning from the fault location
to a Gaussian membership function encourages us to consider time diagrams as a fuzzy
set. It should also be noted that the Gaussian membership function belongs to convex
membership functions. Fuzzy theory prefers the use of convex membership functions.

There are two possible objections to considering the time diagrams of the pulse
returning from the fault location as a fuzzy set. Firstly, as accepted in fuzzy theory,
membership degree varies in the range [0, 1]. In the fuzzy set we set, the amplitude
of the impulse, which plays the role of membership degree, can be greater than 1. The
second objection may be that the membership degree is not negative. The amplitude of
the pulse returning from the fault location can be negative, as shown in the Fig. 2. In
short, the amplitude of the pulse returning from the fault location can exceed the range
[0, 1] in both directions.

t

Fig. 2. A negative sign of the pulse returning from the fault location.

In response to the first objection, we can say that amplitudes of the pulse returning
from the fault location in the time diagram can be divided by the amplitude of the
sounding pulse. Normally, the amplitude of the pulse returning from the cable is not
larger than the amplitude of the sounding pulse. This is due to the energy of the pulse
being damped during propagation in the cable. If the amplitude of the sounding pulse
is equal to the amplitude of the returning pulse, then we obtain a normal fuzzy set after
the dividing. If the amplitude of the sounding pulse is greater than the amplitude of the
pulse returning from the fault location, thenwe obtain a subnormal fuzzy set. By dividing
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amplitudes of the returning pulse in the time diagram by the maximum amplitude of the
returning pulse, then again, we get a normal fuzzy set. Therefore, we respond to the first
objection by a normalizing operation.

In response to the second objection, we can say that the polarity of the impulse
returning from the fault location may be both positive and negative. A positive polarity
indicates a break in the cable line, and a negative polarity indicates a short circuit. Thus,
the polarity of the returning impulse provides useful information about the type of dam-
age. Once we have this information about the type of damage (breakage or short circuit),
we can get rid of the negative sign by operating with the modulus of the amplitudes in
the course of calculations. Also, we can keep the negative polarity as it is. We will show
below that it does not disturb the result of calculations (finding the moment of return).

So we proved that the time diagrams of the impulse returning from the fault location
can be considered as a fuzzy set.

It can also be proved that time diagrams of the pulse returning from the fault location
can be considered as a fuzzy number. That is a fuzzy number indicating the time. The
fuzzy number itself is a fuzzy set, but under certain conditions.

First of all, let us remember what a fuzzy number is.

Definition. Fuzzy numbers [6, 7]. If a fuzzy set is normal, convex, it has the restricted
support and each of its alpha-cuts is a closed interval then such a fuzzy set is a fuzzy
number.

Let us examine whether the conditions set out in this definition are met. Above it was
mentioned the possibility of normalization in response to the first objection. As can be
seen from the Fig. 1, the time diagram of the pulse returning from the fault location is in
the form of a convex function. In the fuzzy set, which we call “the returning moment of
the impulse from the fault location”, for any three different timemoments t1, t2, t3 (where
t1 < t2 < t3) the condition μ(t2) > min[μ(t1), μ(t3)] is met. The fact that the shape
of the impulse returning from the fault location is close to the Gaussian membership
function means that support is restricted and each of its alpha-cuts is a closed interval.

As you can note, all the conditions are met to consider time diagrams as a fuzzy
number. So we have proved that the time diagrams of the pulse returning from the fault
location can also be considered a fuzzy number.

Now we can apply the defuzzification operation to the time diagrams (fuzzy sets) of
the pulse returning from the fault location.

Suppose that the fuzzy set we obtain is any aggregated fuzzy set. Let us apply
the defuzzification operation to that fuzzy set. We choose the centroid defuzzification
method as the type of defuzzification. This method is one of the most popular ones. If
the universal set X is finite then the formula of the defuzzification centroid method is
given below:

k∑
j=1

xj · μA(xj)

k∑
j=1

μA(xj)

(3)
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Here xj are elements of a fuzzy set, and μA(xj) are membership degrees of the inclusion
of those elements in any fuzzy set “A”. We write time moments tj instead of xj and Yj
instead of μA(xj). Then we obtain for the centre of the impulse returning from the fault
location:

tcentre =

k∑
j=1

Yj · tj
k∑

j=1
Yj

(4)

The use of defuzzification technique in a pulse echo method for cable fault locating
implies the use of formula (4).

We stated above that saving a negative polarity as it is in case of a short circuit
does not disturb the result of calculations (finding the moment of return). Indeed, if the
values Yj are less than zero, both the numerator and the denominator in expression (4)
are negative. As a result, the moment of return of the impulse from the fault location
remains positive.

Here is a description of the designed algorithm.

1. A sounding signal from a transmitter enters onto a cable. That signal reflects from
the fault location and comes back.

2. All the trace of the reflected signal (reflectogram) is sampled and measured as values
Y (J) in moments J. The sampling interval �t is chosen to provide some samples
within the pulse duration tpulse. So in (4), tj = J · �t.

3. A normalizing operation is applied to values Y (J) and as it is proven above, we
obtain a fuzzy set.

4. Formula (4) is applied to the fuzzy set and we find the centre of the impulse returning
from the fault location.

5. The returning moment (beginning) of the impulse from the fault location is found
as following:

treflection = tcentre − tpulse
2

(5)

Let us carry out simulation for theoretical proving of above mentioning. Suppose
that the maximal length of the cable is 750 m. There is a break from the beginning of
the cable in the 600 m distance. We assume the speed of spreading of an electromagnet
wave in the cable as 3·108 m/sec. Then the returning moment of the impulse from the
fault location according to formula (1) is

treflection = 4 · 10−6s.

A resolution equal to 0.9 m is accepted. So the pulse duration is

tpulse = 6 · 10−9 s.
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We obtain the following values from (4) and (5)

tcentre = 4.0030e − 006

treflection = 4.0000e − 006

as a result of simulation. It corresponds to primary data and formula (1). All of these
show that calculation is true.

3 Results

Time diagrams (reflectograms) of the impulse reflected from the fault location can be
considered as a fuzzy set.

1. Time diagrams (reflectograms) of the impulse reflected from the fault location can
also be considered as a fuzzy number.

2. Defining the fault location on basis of the centroid defuzzification method is offered.
3. Research carried out with Matlab program package has showed that the coming

moment of the pulse returning from the fault location was found with high precision.

4 Discussion

Research carried out in this paper and its results are important. A new calculationmethod
for cable fault locating based on pulse echo method with application of a defuzzification
method is analysed. The centroid defuzzification method is used for this purpose. The
returning pulse was considered as a fuzzy set (number) for the first time for this purpose.

Calculations carried out with the offered method are simpler than calculations on
basis of adaptive algorithms.

Carried out calculations showed high precision of the results.

5 Conclusion

A method for cable fault locating based on pulse echo method with application of the
centroid defuzzificationmethod is offered for the first time. This approach has ameaning
also for synthesizing of the signals theory with the fuzzy theory. Idea of possibility of
considering the pulse returning from the fault location as a fuzzy set is put forward. This
new approach will be able to use in all problems connected with signal processing, not
only in this problem.

A disadvantage (difficulty of defining the returningmoment in the result of distorting
of the front of the impulse) of methods using an oscilloscope for fault locating has been
shown.
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In the offering method, the distorting of the front of the pulse returning from the fault
location does not disturb precision so much, because the centre of the returning pulse is
found. Since the centre of the returning pulse is more precisely found, the coming back
moment of the pulse according to formula (6) is defined with high precision, too.

It is necessary to note that in methods using an oscilloscope, a small duration of the
sounding pulse is required to provide a high resolution. But there is no need to take so
little time duration of the sounding pulse in the offering method, because the centre of
the returning pulse is found with high precision. This is explained with two causes. In
the first place, the centroid defuzzification method defines the centre of the returning
pulse with high precision. Secondly, in accordance with signals theory, the centre of the
returning pulse is less distorted.

A disadvantage (difficulty of calculations) of methods using adaptive algorithms
have also been shown. A comparison of formulae (2) and (4) shows that the offering
method demands simpler calculations.
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Application of the Fuzzy Cobb-Douglas Model
to Predict the Final Product of the Region
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Abstract. The economic development of the region is significantly influenced
by a set of factors. The aim of the study is, taking these factors into account,
the construction of a fuzzy model that allows calculating the fuzzy value of the
gross regional product (Ỹ). The object of analysis is the regions of the Azerbaijan
Republic. It should be noted that the work studied statistics for 10 regions. In the
article, the problem of forecasting the regional final product is solved using the
Cobb-Douglas fuzzy model.

Keywords: Econometric model · Gross regional product · Fuzzy number ·
Fuzzy Cobb-Douglas model · Confidence intervals

1 Introduction

Clark’s rigid accelerator model [1] is one of the first attempts to explain investment
behavior at the aggregate level. He suggested that the only reason firms invest is attaining
the optimal level of capital changes, which in turn is proportional to the output. An
attempt to provide such a justification using a neoclassical approach is contained in
the work of Grossman (1972) [2] which draws attention to the fact that the marginal
return on investment can positively depend on the volume of investment. In the models
discussed above, the aggregate demand was assumed to be known. However, uncertainty
in aggregate demand can affect aggregate investment. Therefore, other authors propose
a model that includes both definite and uncertain demand.

In paper [3] it is shown an application of fuzzy modeling in solving a problem of
scenario forecasting of regional development, based on the analysis of expert evaluation
data and the data of regional statistics.

This paper is devoted to modeling gross regional products of Azrebaijan regions by
using fuzzy Cobb-Douglas function.

The second section of the article presents an econometric model explaining the gross
regional product of the regions of the Republic of Azerbaijan from the point of view
of investments in fixed capital. According to the constructed model, the variances of
random deviations were determined, and dependence of Gross Regional Product (GRP)
on investments is considered.

In the third section of the article, fuzzy values for the final product are calculated for
10 regions of the country using the fuzzy Cobb-Douglas model.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 545–551, 2022.
https://doi.org/10.1007/978-3-030-92127-9_73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_73&domain=pdf
http://orcid.org/0000-0001-7529-7142
https://doi.org/10.1007/978-3-030-92127-9_73


546 V. J. Akhundov

2 Regional Econometric Specifications

Investment activity stimulates business development and leads to an increase in the
received profit. One of the important areas of investment is investment in fixed assets,
which represent the cost of construction and reconstruction of fixed assets, leading to
an increase in their initial cost. Thus, the goal in the first stage of the study is to use
an econometric model that allows explaining the gross regional product by investments
in fixed assets. The object of analysis is the Aran economic region of the Azerbaijan
Republic (Table 1).

Table 1. Indices of Aran economic region of the Republic of Azerbaijan

2010 2011 … 2018 2019 2020

Fixed industrial-production funds
(K) mln.man

1699.321 2067.173 … 4712.208 4772.049 5220.694

Population in comes (L) mln.man 3393.2 4104.95 … 6793.32 7216.63 6987.4

Gross Regional Product (Y)
mln.man

2973.691 3874.433 … 6926.287 7521.157 7075.981

Fixed capital investments (I)
mln.man

294226.2 510780.3 … 708680.7 846430.3 755489

It is worth noting that the work studied statistics for 10 regions.
As an initial specification of the econometric model, the paper proposes using a

regression equation [4]:

Yi = a0 · X a
1,i · εi (1)

where ί is the index of observation of the region, varies from 1 to 10; Y ί – gross
regional product for the subjects of the Azerbaijan Republic; X1,ί – investments in fixed
capital for ί region per year; parameter a is the coefficients of elasticity of GRP for
investments in fixed assets.

The values of the size of the gross regional product, depending on investments in
fixed assets, demonstrate that with the growth of investments costs, the GRP also grows.

However, it should be noted that with similar costs for technological innovation, the
regions have different GRPs, which may indicate the influence of other factors, such as
the location of the region, its resource availability and others. Using the actual data on
“investment in fixed assets” and “production volume” for the Aran economic region,
we check the assumption of homoscedasticity using the Goldfeld-Quandt test (Table
2). This testing led to satisfactory results and the adoption of the null hypothesis of
the homoscedasticity of random disturbances in the model, since the p-value for each
regressor turned out to be greater than the specified significance level.

The final part of this frequent research is to construct a prediction of the variable
Yi. Consequently, model (1) can be recognized as adequate to the actual dependences of
GRP on investments in fixed assets. In order to evaluate the statistical data for K, L, Y,
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Table 2. The results of the Goldfeld-Quandt test for the Aran economic region

Explaining variable p-value

X1.inew 0.23

I the Goldfeld-Quandt test is used. At this stage of the study, confidence intervals (Ỹ−;
Ỹ+) are determined.

3 Forecasting the Final Product by Using the Fuzzy Cobb-Douglas
Model

In the context of an imperfect information about ongoing regional investment projects,
the use of fuzzy sets becomes relevant.With this factor inmind,when forecasting the final
product for the regions of the Republic of Azerbaijan, a fuzzy model of Cobb-Douglas
was used [5, 6]:

Ỹ = Ã · ˜K
α̃ · L̃β̃

(2)

where the values of ˜Y ′, K̃, L̃, and parameters A˜, α˜, β˜ are described by fuzzy
numbers. Using fuzzy data, we will calculate fuzzy values for the end product of the
region based on fuzzy estimates of the fixed assets and the average number of employees.

Table 3 shows fuzzy estimates (in form of triangular fuzzy numbers, TFN) of the
average annual cost of fixed assets and the average number of employees in the regions,
taking into account the degree of probable difference in 2010–2020.

Using this table, construction of Cobb-Douglas production function under fuzzy
information is based on a solution to the following optimization problem:

∑

years
d
(

Ỹ , ˜Y ′
)

→ min ., s.t. Ã ≤ Ã ≤ ˜A, α̃ ≤ α̃ ≤ ˜α. (3)

Ỹ denotes fuzzy reduced values of end product (Table 3), ˜Y ′ is a fuzzy value of function
(2), Ã, α̃ and β̃ are the fuzzy parameters for the fuzzyCobb-Douglas production function,
˜A, Ã and α̃, ˜α, β̃, ˜β are the boundary conditions of the ranges of these parameters.
Distance between fuzzy numbers d is adopted from comparison of fuzzy numbers (≤ is
considered as formulated in [7]). The problem is to find such values of Ã, α̃ and β̃ that
minimize distance d between fuzzy data and fuzzy values of Cobb-Douglas production
function(distance d is used as in [8]). Ã, α̃ and β̃ parameters are taken for the studied

Aran region production as follows: Ã = (0.98; 1; 1.02),˜A = (294.12; 300; 306); α̃ =
(0.098; 0.1; 0.102), ˜α = (0.882; 0.9; 0.918); β̃ = (0.098; 0.1; 0.102), ˜β = (0,882; 0,9;
0,918).

By solving the problem, the fuzzy parameters Ã and α̃ and β̃ for the investigated
Aran region production were found as follows: Ã = (0.538; 0.549; 0.56); α̃ = (0.882;
0.9; 0.918); β̃= (0.171; 0.174; 0.1779).
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Table 3. Fuzzy estimates of Y, K, L for the Aran region (2010–2020).

Years The probable
difference
rate of Y

Average annual cost of
fixed assets, (thousand
dollars)

K̃

Average number of
employees (thousands
people)

L̃

Cost of extracted
oil and gas
(thousands of
dollars) (the
reduced value of
the product)
˜Y ′

2010 23% (1648.3;1699,3;1750,3) (3291;3393,2; 3495) (2417; 2973.7;
3657,6)

2011 (2005.2; 2067.2;
2129.2)

(3981.8;4104.9;4228) (3150;3874.4;
4765.5)

2012 (2250.5; 2320.2;
2389.8)

(4514.1;4653.6;4793) (3531.7; 4344;
5343.2)

2013 (2640.3; 2722; 2803.6) (4767.6;4915;5062.5) (3933.7;4838;
5951.3)

2014 (3109.5; 3273.2;
3436.8)

(4910; 5168.3; 5426.7) (3941.5; 4848;
5963.2)

2015 (2950.8; 3106.1;
3261.4)

(5062.7;5329.1;5595.6) (3976; 4890.5;
6015.3)

2016 (3663.2; 3856; 4048.77) (5578.8; 5872.4;6166.1) (4140.8; 5093;
6264.6)

2017 (5197.5; 5471; 5744.6) (6026.1; 6343.2;6660.4) (5251.3; 6459;
7944.8)

2018 (4476.6; 4712.2;
4947.8)

(6453.6; 6793.3;7132.9) (5631;6926.2;
8519.3)

2019 (4533.5; 4772.1;
5010.7)

(6855.8; 7216.6;7577.4) (6114.7; 7521;
9251)

2020 (4855.3; 5220.7;
5010.7)

(6498.2; 6987.4;7476.5) (5752.8; 7076;
8703.4)

The obtained value of (2) of the solution was 218,65 thousand manats, which is
of a high accuracy. Thus, the obtained results can be used for modeling of production
in the regions with acceptable accuracy. The corresponding values of Cobb-Douglas
production function ˜Y ′ are shown in Table 4.
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Table 4. Fuzzy Cobb-Douglas function values

Years TFN-based values of production function, ˜Y ′

2010 (2413.806; 3021.495; 3781.879)

2011 (2952.476; 3711.003; 4664.042)

2012 (3363.683; 4239.12; 5341.984)

2013 (3627.449; 4578.583; 5778.658)

2014 (3828.292; 4946.906; 6386.376)

2015 (3898.143; 5039.027; 6507.704)

2016 (4406.518; 5710.457; 7393.302)

2017 (5007.27; 6505.926; 8445.192)

2018 (5185.32; 6742.071; 9278.503)

2019 (5481.088; 7134.708;927545.25)

2020 (5289.831; 7039.869; 9343.943)

The fuzzy values of end product and those of Cobb-Douglas production function ˜Y ′
are shown graphically below (Fig. 1, the lower bound, the core and the upper bound of
the TFNs are shown).
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Fig. 1. Fuzzy Cobb-Douglas function graph (solid curve) and imprecise data (dashed curve).

Likewise, values for Ã, α̃, β̃ were determined for the 10 economic regions that make
up the economy of Azerbaijan, and the results are presented in Table 5 below.

As can be seen from the table, no positive effect of production scale (α̃+ β̃ > 1) was
observed in any of the studied regions (10 regions), except for Aran economic region,
Nakhchivan Autonomous Republic, Absheron economic region.

Table 6 compares the accuracy ofmodeling for all regions, calculatedwith the defined
values Ã, α̃, β̃ in the research process.
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Table 5. Determined values of Ã, α̃, β̃ by regions

Regions Ã α̃ β̃

1 Baku city (202.9; 207; 211.4) (0.457; 0.466; 0.48) (0.098; 0.1; 0.102)

2 Absheron economic
region

(0.119; 0.12; 0.124) (0.437; 0.446; 0.45) (0.882; 0.9; 0.918)

3 Ganja-Gazakh
economic region

(43.5; 44.41; 45.3) (0.35; 0.357; 0.364) (0.262;0.267;0.273)

4 Sheki-Zagatala
economic region

(4.35; 4.44; 4.53) (0.71; 0.723; 0.738) (0.098; 0.1;0.102)

5 Lankaran economic
region

(14.7; 15; 15.3) (0.098; 0.1; 0.102) (0.543; 0.554; 0.564)

6 Guba-Khachmaz
economic region

(2.05; 2.1; 2.137) (0.87; 0.88; 0.91) (0.098; 0.1; 0.102)

7 Aran economic region (0.538; 0.549;0.56) (0.882; 0.9; 0.918) (0.171; 0.174; 0.178)

8 Karabakh economic
region

(2.19; 2.24; 2.28) (0.098; 0.1; 0.102) (0.81; 0.83; 0.843)

9 Mountainous-Shirvan
economic region

(1.67; 1.7; 1.73) (0.098; 0.1; 0.102) (0.83; 0.846; 0.863)

10 Nakhchivan
Autonomous
Republic

(0.49; 0.5; 0.51) (0.882; 0.9; 0.918) (0.289; 0.295; 0.301)

Table 6. Mean square deviation of ˜Y ′ from the data

Regions The standard deviation of ˜Y ′ from the data

1 Baku city 9.56%

2 Absheron economic region 22.1%

3 Ganja-Gazakh economic region 5.57%

4 Sheki-Zagatala economic region 16.80%

5 Lankaran economic region 13.07%

6 Guba-Khachmaz economic region 10.78%

7 Aran economic region 5.53%

8 Karabakh economic region 4.47%

9 Mountainous-Shirvan economic region 22.68%

10 Nakhchivan Autonomous Republic 7.27%
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As can be seen from the table, the greatest deviation was in theMountainous-Shirvan
economic region. A large number of impact factors and their influence on production led
to a more squared deviation (22.68%) of fuzzy values for the final product in the region.

4 Conclusion

In order to get a more adequate forecast of end product it is necessary to take into account
imprecise information. In this paper fuzzy Cobb-Douglas model to account for fuzzy
values of end product, capital, labor and production parameters is used. The obtained
results show adequacy of the used approach.
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Abstract. At present, object detection using convolution neural networks occu-
pies a dominant position. However, the structure of the competent neural network
faces hereditary difficulties: high-level networks have large receptive areas and
meaning information has high capacity to illustrate, but the solution is dimin-
ished, the calculations are weak. In grassroots networks there are relatively small
acceptable areas, and it has strong geometric detail information representation
capability. SSD (single shot multi-box detection) object prediction of multi-level
feature uses mAP, through predicting things with large fields of reception and
small fields of prediction of conditions, it also uses high-layer facilities to do.
Based on the analysis and introduction of classic SSD algorithms, in this paper,
we aim to find small-scale complain at a fast run, through presenting an approach
which adapts the SSD detector in relation to trading with precision and speed. An
MSSD (Modified single shot multi-box detection) procedure of multistage com-
ponents combination is offered to supply old knowledge in SSD. The VGGl6 and
deep residual networks are used by the MSSD. With Residual network, this arti-
cle uses the FPN-based network architecture to integrate high and low layers and
improves the traditionally sampled structure. The high-layer semantic information
is integrated into the low-layer network feature information, and the multi-scale
feature mAPs for predicting relapse location case and classification work input
are enriched to develop the disclosure efficiency. Experimental results show that
these two fusion modules obtain better mAP on PASCAL VOC2007 and Logo
datasets than base-line SSD, especially on some small objects categories.

Keywords: Small object detection · Single shot multi-box detector · Feature
pyramid networks · Real-time ·Mean average precision · Convolution neural
networks

1 Introduction

Advanced technology brings computer hardware and software from artificial intelli-
gence, unmanned driving, intelligent transportation, travel to identification and reuse
of many other applications. Computers should be used to detect and identify Real-time
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tracking, rapid tracking which makes it important as a fundamental, and long-standing
subject. In computer vision, the detection of object has always been in practice for
decades, and it dominates an important and active area of research.

Recently, the techniques of deep learning have emerged as efficient and powerful
methods for automatic learning features representation from [1, 2]. Specifically, these
techniques had already provided significant improvement for object detection as never
before, which is a practice that has mobilized large number of attentions recently. This
problem is extremely relevant in many of today’s challenging research applications like
detecting traffic signs, pedestrians and cars on roads and a so on. Artificial Neural Net-
work has become a popular direction in the field of artificial intelligence research. First,
the method abstracts the neural network of living objects from the direction of infor-
mation analysis and processing, and then builds some simple models. Finally, these
models are combined according to different connected methods to form different net-
work structures. McCulloch and Pitts established the MP model in the early 1940s [3].
Subsequent years of investigation and development, the theoretical structure of artificial
neural networks has achieved excellent results in a wide range of research areas. At the
same time, a large number of neural network structural models are proposed, such as
perceptions, feed-forward neural networks [4], Boltzmann machines convolution neural
networks, and so on [5]. Whilst relevant feature has to be manually extracted for tra-
ditional machine learning, which in deep learning certain features are learned by using
raw images as input. A CNNs working on a layer of sends and receives also several
hidden layers, convolution, pooling and entirely linked films are examples like invisible
layers. Although CNNs have been proved efficient and effective on object detection, the
reliable and accurate detection for small objects, due to their limited information and
resolution in images deemed a quite challenging task [6],which the small object activa-
tions become forwardly smaller with each pooling layer, as passing an image throughout
a standard CNN architecture like ResNet or VGG16 [7] where current methods often
cannot detect small size objects effectively as well as they have done for the large objects
[8]. The challenges involved in the detection of small objects are multiple folds, but the
biggest challenge stems from the comparatively small size of an object compared to its
background in an image, e.g., the small object of interest occupies only 1–5% percent of
pixels in an image. In addition, the input size for all these networks is indicated by in the
place of storage over GPUs due to the enormous network runningmemory requirements.
For instance, an SSD detection model based on VGG16 needs more than 10 gigabytes
to handle only a single image with a 2048 R 2048 input size [9, 10]. Simplifying the
network, e.g., using a shallow one, with a tradeoff of performance degradation is the
only way to overcome the above-mentioned problem. This research work is based on
existing SSD methods, receptive fields and low-level information about the characteris-
tics used to predict small objects. When a person is at the specific level smaller than SSD
detection it may have adverse effects on objects. In order to solve this problem with top
level iconic detail, little features facts must be combined. In our study, the solved object
detection problems accuracy and increased speed classification are realized. It has impor-
tant practicability in artificial intelligence, unmanned driving, intelligent transportation,
face recognition and other fields. The rest of the study is structured as follows. Part 2
involves system and methodology used for our research, and it is followed by part 3,
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which involves the experimental results and analysis. Moreover, in part 4 conclusion
points are presented.

2 System Design and Methodology

Single ShotMulti-BoxDetectorNetwork is one of the architectures usedmost commonly
for detecting objects. The network is fully convolution and can therefore be used for
images with any resolution. Two architectures are proposed in the original paper: 300×
300, input resolution architecture and 512× 512-pixel input resolution architecture. Our
baseline model is SSD300 because its default model and original document is described
[11]. Furthermore, other papers also use this network as a baseline [12]. TheSSDnetwork
is called Single-shot since both localization and classification of objects were carried
out through the network within a single feed-forward. This is contrast to, for example,
the Faster-RCNN network [13], from which it differs since it does not have a separate
regional proposal network. The network consists of three parts, a base network, SSD
layers and prediction layers attached to multiple feature maps in the network. These first
layers are called the base network and this base network consists of stacked convolutions
to decrease size. The purpose of this base network is to provide responsemaps that enable
detection of different sizes. The base network can be seen in Fig. 1 and is represented
the convolutions conv1 till conv5. Here, we use a truncated VGG16 base network and
initialize those layers with image-net weights. However, as mentioned by the authors
one could replace the base network by any standard or non-standard architecture, e.g.,
inception or resent [14, 15]. Network architecture is shown in Fig. 1.

Fig. 1. SSD network architecture.

Modified single shot multi-box detector model from the SSD model is introduced
and the knowledge of the deep residual network, the researcher found that with the
deepening of the depth convolution network level. In image classification functions,
outstanding networks have proven to be better than VGGS because it provides escape
links between blocks. In fact, ResNets typically can go up to 101 layers whereas VGG
networks can only go up to 16. Because deep nets are often better for sorting images,
ResNets are generally more accurate than VGG. Here we will apply our idea on both of
theVGGandResNet networks showing the result that we got in our experiment later. The
shallower layers (conv-3) suffering from lacking of semantic information, so in order to
compensate that lack we inject contextual information from other layer and come out
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with new design model named element-sum and concat-sum model. Network structure
based a deep VGG16 network base network to obtain feature maps in order to feed them
forward into next detection layers. In MSSD proposed model, instead of classify the
normal ConvNet feature map, we exploit the pyramidal feature hierarchy in convolution
layers before feeding to the detection layers.We take advantage of the appropriate Conv-
layers to provide helpful contextual information as extra-large receptive field oftenwould
absolutely introduce useless, large noise in the background. For large objects in deeper
layers, we don’t use the feature fusion module in order to keep up speed as long as SSD
uses their shallower layers, as in the case of conv4 3, to predict small objects.

3 Experimental Results and Analysis

The purpose of this research is to train the network and to accurately classify and locate
the objects. While the better object detection algorithm should have higher detection
accuracy and detection speed, the detection accuracy is measured by mean Average
Precision and the disclosure run is consistent by Frames Per-Second (FPS). In order to
verify the effect of the feature pyramid network layer module and prediction model on
detection performance, trained a VGG16 model with an input image 300 * 300 and a
ResNetl01-SSD model with an input image of 321 * 321 for both Elt-sum and concat-
sum models which lead to a slight improve in accuracy at the expense of speed as it will
be seen later. The source of the experimental data, i.e., the source of the object detection
image, is theVOC2007/2012 dataset and logo dataset. Test results under VOC2007/2012
and logo dataset,models have trained on the union of PASCALVOC2007/2012 andLogo
datasets which includes 20 categories and 8 classes respectively. The proposed MSSD
model is implemented on the basis of the original SSD network built on the foundation
of VGG16 and ResNet architectures, all of which are available on the website. The
baseline SSD has trained with a 300 × 300 input size and batch size of 16 [16]. Both
of the two MSSD feature fusion models, concat-sum and elt-sum, are fine-tuned on the
well-trained SSD baseline for 10K iterations. In our case changing the learning rate is a
must and we gave 10−3 for the first 60K iterations and then reduce it to 10−4 and 10−5

at 70K iterations. Experiment of MSSD based on deep VGG16 network, the appropriate
layers are explored which will be the best to fuse with results of experiment. We choose
two appropriate layers, conv4-3 and conv5-3, to fuse, because fc6 has a greater receptive
field than conv5-3 for tiny objects that could add much more noise in the background.
The two MSSD, concat-sum and element-sum, methods are both enhanced with regard
to overall object detection compared to their SSD baseline. The MSSD with concat-sum
module gets 77.6 mAP, while the element-sum module gets 77.4 mAP, which are 0.3
and 0.1 higher than the current SSD baseline. We test MSSD models on the logo dataset
which contain 8 classes. The MSSD is implemented count on original SSD built on
the VGG16 architectures and caffe 5 frameworks. The MSSD with concat-sum module
gets 77.0 mAP, while the element-sum module gets 76.7 mAP, which are 0.6 and 0.3
higher than the current SSD baseline. Dataset includes 20 classes and each class might
have small objects, we choose 181 images. Figure 2 shows the evaluation results of 3
models-SSD300, MSSD with concate-sum and concate-sum methods.
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Fig. 2. Evaluation results of models.

As it is shown in Fig. 3 we began our training from a pre-trained checkpoint instead
of starting from scratch. The absolute accident character actuate but exhibit reducing
behavior overall. Figure 4 demonstrates overall mAP development for 80,000 steps at
0.5 IoU. The mAP values are classified for the recognition deadest at 0.5 IoU. As it
seems from Fig. 4, around 6800 measures, mAP is witnessing a tremendous increase
to 67.8%. The mAP then increases slightly more and in 19,000 steps reaches closer to
77.6%. The mAP value remains relatively constant with minor fluctuations after 19,000
moves.

Fig. 3. Decline of total loss when concate-sum.

Fig. 4. Development of overall mAP when concate-sum.
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Because the mAP character height out after 19,000 moves, the model is exported at
various training stages and checked on the test dataset. The MSSD figure is adjust for
100,000 steps as shown in Figs. 5 and 6. Figure 6 demonstrates the downward trend in
total loss during the entire training phase and shows overall mAP development at 0.5 IoU
per 100,000 steps. For the validation dataset the mAP character is classify at 0.5 IoU.
As is evident from Fig. 6 in around 9000 stages, mAP is experiencing a tremendous
increase up to 53%. The mAP then increases slightly more and in 33,000 steps reaches
nearer to 73%.

Fig. 5. Decline of total loss when Eltsum-ResNet-101 on PASCAL VOC2007 dataset.

Fig. 6. Development of overall mAP when Eltsum-ResNet-101.

Value increased little after 19,000 measures and settled down with minor fluctu-
ations of 77.4%. On PASCAL VOC 2007 and Logo test datasets, running time for
those both fusion methods has evaluated, as it can be seen in Table 1. The two fusion
methods, concat-sum and element-sum modules, have detection speed of 40 FPS and
43 FPS, respectively, in PASCAL VOC 2007 test dataset, while it is 13.12 FPS in
Logo test dataset. Unfortunately, because of the additional feature fusion layers, both
became slower than original SSD model. Nevertheless, MSSD fusion methods is also
still achieving a real-time detection. Different models are shown in Table 1.
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Table 1. The running time illustration of different models.

Dataset Method Network mAP FPS

PASCAL VOC 200 SSD300
DSSD321
MSSD concat model
MSSD Eltsum model
MSSD Eltsum model

VGG16
Residual-101 [11]
VGG16
VGG16
Residual-101 [11]

77.3
78.6
77.6
77.4
77.4

50
13.6
40
43
13.12

LOGO test SSD300
MSSD concat model
MSSD Eltsum model
MSSD Eltsum model

VGG16
VGG16
VGG16
Residual-101 [11]

76.4
77
76.7
76.9

50
40
43
13.12

Module has used 2 convolution layers in each layer, with 384 kernels and the concat-
sum model used 3 convolution layers in each layer with 512 kernels. Which is why
the model with the element-sum approach is faster than the model with the concat-
sum approach by 3 FPS. Performance of MSSD modules based on VGG16 network,
we show a comparison in performance of the pre-trained SSD300 model and the fine-
tuned MSSD models on both datasets, and the experimental results demonstrate that
helpful contextual information proves the existence of small objects. Performance of
SDD Modules is based on residual network. The reason why the better detection result
cannot be obtained is that the SSD model itself is based on a deep convolution neural
network, and the high-level feature information with a large receptive field is used to
predict a large object, and the low-level feature information with a small receptive field
is used to predict a small object.

4 Conclusion

This article mainly studies the process of item disclosure based on SSD model. An
improved SSD object detection algorithm MSSD is proposed. The high-layer linguistic
knowledge is embedded in the low-level network’s feature information, and the multi-
scale feature map of the forecast relapse position pack and the classification task input is
enriched to improve the detection accuracy. The VGG16 network used for SSD training
was used with a deep residual network to optimize the feature maps of candidate box
regression and classification task input, while showing the experimental results and cor-
responding advantages and disadvantages. This research uses the FPN-based network
structure to fuse the upper and lower layers and improves the traditional up-sampling
structure. The high linguistic knowledge is embedded in the low network’s feature infor-
mation, and themulti-scale featuremap of the prediction regression position pack and the
coordination work absorption is enriched to improve the detection accuracy. Correlated
to the case of the craft small object detector, experiments show that the MSSD model
is more improved than the classical SSD model in detection accuracy but not detection
speed. In conclusion, we observe that although the SSD framework is scale-invariant, it
can still benefit from the feature fusion architecture to find complain of different capacity.



Applying Multi-layers Feature Fusion in SSD 559

The SSD method together with the feature fusion architecture can be adapted to work
for the object detection task.
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Fuzzy Information Granulation Methodology
for Identification of Class-Conscious Speech
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Abstract. In recent years, great advances have been made in NLP for the accu-
racy and coverage of given word, appearing in a certain context. However, there
are some problems, with processing of the meaning representation in automatic
word sense disambiguation systems, and it becomes incomprehensible for dif-
ferent social classes to understand expressive language. We try to explore and
determine the correct words and expressions usage in “Bag of words analysis”
and give some recommendations for future successes in interpretation systems.
Our aim is to apply the fuzzy information granulation method that can improve
these systems without any discussion.

Keywords: Social class · Speech · Education · Fuzzy set · Granulation

1 Introduction

Despite the fact that social class concept is appearing with greater intensity in all envi-
ronments, for most people it sounds very tough today. However, the whole universe
exists and acts as a hierarchic system and there is a society, environment of human
beings, to which they belong. Most people are increasingly embarrassed about the class-
consciousness, and do their best to deny or disguise it. Nevertheless, they do not avoid
calling anyone or anything ‘working class’ – resorting to polite euphemisms such as
‘low-income groups’, ‘less privileged’, ‘ordinary people’, ‘less educated’, ‘the man in
the street’, ‘tabloid readers’, ‘blue collar’, ‘state school’, ‘council estate’ and ‘popular’.

It is obvious that, there are different ways of doing things for different classes, we
mean that they have rules about; food, mealtimes, dress, greetings, trade, hospitality,
joking, status-differentiation, etc. The rules governing unofficial code of conduct comes
across class problems and affects people’s speech too. In many cases, people are usu-
ally unaware of the language they use. In different social groups, people have different
characteristicmannerisms for using and interpretation ofmeaning in a language.Accord-
ingly, people of different classes are differently sensitive in the mental sphere for using
the words or understanding it, as they decode the meanings with internal highly sensitive
social positioning sensors as – consciousness, cognition, and intelligence by which they
communicate.
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People with high income, hence, privileged to higher social classes and comprehends
the world and himself in the world differently. This inequality has also led to major
changes in a range of institutions, education being one of the more important ones.
Education becomes a form of elite education, which is associated with family income,
hence, privileged to higher social classes. In addition, upper class and middle class
parents manage to obtain for their children the best education that works for them.
Educated’ speech is more upper and upper-middle speech; it lacks the haw-haw tones,
vowel swallowing/drawling and pronunciation differences. Although upper-class speech
as a whole is not necessarily intelligible than lower-class speech, it must be not only
in mispronunciation of certain words, as it is often a lower-class signal, indicating a
less-educated speaker. For example: saying ‘nucular’ instead of ‘nuclear’ is a common
mistake.

Upper class people almost unconsciously try to achieve some degree of symmetry
or balance in their conversations by using proper words, hence the person feels obliged,
if only out of reflex politeness, to reciprocate with a comparably personal disclosure. As
it is, even the introductions and greetings can be different in different layers: The most
common greetings can be “hello” or “hi” nowadays, as “How do you do?” for some
people can be uncomfortable, clumsy and inelegant, because it is now regarded by many
as somewhat archaic, and is no longer the universal standard greeting. For some ‘How
do you do?’ is a real question about health or well-being, and the ‘Nice day, isn’t it?’
exchange must, however, be understood in the same light, and not taken literally, as it’
is not a real question about the weather.

When we think about how computers may tackle the problem of social class’ lan-
guage, as there are so many words and expressions, which have identical meanings, but
can be replaced by one-another depending on goals and consequences. It is too hard
to understand the speech according to different social classes algorithmically, but the
Semantic Web needs to be able to deal with such kind imprecise data and knowledge in
a useful manner.

In the paper, we tried to determine some examples which are used as queries to
the applications to understand how ambiguity, uncertainty, vagueness affects poorly
on the performance of the NLP systems and analyzed many researches on the purpose.
According Prof. Rafik Aliev all the decisions with imperfect information are made under
risky, ambiguity or uncertain situations [1]. We think that the application of fuzzy logic
in Computing with words (CW) is needed to use, as it provides a much more expressive
language for knowledge representation and fuzzy Systems closely resembles human
decision making with the ability to solve problems and generate solutions which are
precise”. Besides fuzzy models are transparent and easily adaptable, and theyuse the
sub-symbolic information available in the universe of discourse providing the context
to the given model and solution [2].

The paper is organized as follows: Next section describes the analyses of different
researchers’ discussion on depth of class’ speech. Section 3 describes the methods of
analyses of resolving the problem by fuzzy granulation method in CWW (Computing
with words).
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2 Social Class Research

According to Weber’s [3] notion of status, as “the effective claim to social esteem in
terms of positive or negative privileges is typically founded on (a) style of life, (b) formal
education,whichmay be empirical training or rational instruction, and the corresponding
forms of behavior, and (c) hereditary or occupational prestige”.

William Labov [4] is perhaps the best known exponent of bringing class into soci-
olinguistic analysis, most notably in his classic book. From the establishment of an
individual’s class position, he followed the reasoning that one’s social class position led
to particular speech patterns, and this allowed him to argue that one can identify people
as working class or upper middle class via how they speak.

He is mainly concerned of codes of conduct that comes across behavior influencing
the distinctions of the language, especially, the way of communication, the words they
use and how they pronounce them [5].

Meanwhile, in the United Kingdom, Basil Bernstein [6–8] framed the interrelation-
ship between social class and language in terms of social structures in society and a
theory of socialization, according to which children come to master different ways of
communication in their day-to-day interactions in family settings, interactions among
peers, and in formal education.

Shirley Brice Heath [9] in his classic Ways with Words compared and contrasted the
language socialization practices of the residents of two communities in the southeastern
part of the United States.

Ben Rampton in his book [10], Language in Late Modernity developed an informed
and in-depth discussion of class. He outlined two levels at which class is a phenomenon:
1. material conditions-different people in different times, places and networks 2. “meta-
level” representations: ideologies, images, and discourses about social groups. Accord-
ing to Jewitt, C. “approaches that understand communication and representation to be
more than about language, and in which language is seen as one form of communica-
tion” [11]. Researchers like Snell [12, 13] and Emma Moore [14] have combined their
interest in linguistic variation, multimodal repertoires, and stylization and stance with
an interest in social class, focusing on adolescent speech patterns and forms in northeast
England, respectively.

Moore found out the important point that about how working class speech and
culture may be seen, not just as an alternative to middle-class speech, but as embodying
fundamentally different ways of being and communicating. Moore noted, “Upper class
men gossip just as much as working class, both classes devoted the same amount of
conversation time (about 65 per cent) to social topics such as personal relationships;
in another, the difference was found to be quite small, with gossip accounting for 55
per cent of upper class conversation time and 67 per cent of working class time. As
business, sport and leisure have been shown to occupy about 10 per cent of conversation
time, discussion of football could well account for the difference. In fact, research has
revealed only one significant difference, in terms of content, between the class gossips:
upper class spend much more time talking about themselves. Of the total time devoted
to conversation about social relationships, working class spend two-thirds talking about
their own relationships”.



Fuzzy Information Granulation Methodology 563

Kate Fox underlines that ‘Cultural capital’ is a more helpful concept, but the only
form of cultural capital that functions as a near-infallible class indicator in real life (as
opposed to surveys) is ‘linguistic capital’ [15].

3 Research Method

Signs of using the language, in particular ways a word, term, notation, sign, symbol,
phrase, sentence, or any other form used for communication, which could be ambiguous
for different social classes. The aim is to identify how can the language be interpreted
in more than one way by different people and apply it in NLP systems? Zadeh’s com-
putational theory of perceptions (CTP), based on the methodology of computing with
words (CW), may come to play an important role in the conception, design and uti-
lization of information systems. According to Zadeh “Exploitation of the tolerance for
imprecision is an issue of central importance in CW and CTP” [16, 17]. Besides he
stated that all human concepts are context dependent, they can be divided into a granular
structures. Following Zadeh’s other recommendation “the degree of associated meaning
and fuzziness of perceptions is the main sense of the human brain”.

A granule is the object (points) drawn together by indistinguishability, similarity,
proximity or functionality. Formal granule is the cluster of words (points) defined by
generalized constraint. X is R. Here X is a constrained variable, is copula, R constraining
relation. The concept of CW is rooted in which the concepts of a linguistic variable and
granulation can be introduced [18, 19]. Simple examples of linguistic characterization
of perceptions drawn from everyday experiences are given below:

he was deadly serious.
He looked very solemn.
the sincerity of his beliefs is unquestionable.
the deadly earnestness of the conversation.

So, the upper class are probably more acutely sensitive than any working class to
the distinction between ‘serious’ and ‘solemn’, between ‘sincerity’ and ‘earnestness’,
which may be a linguistic characterization of a perception. At the most basic level, in all
above-mentioned sentences the main semantic meaning underlies “honesty”. Therefore,
if we translate this word as “serious” during the detection process, but the document
uses “solemn”, “sincerity” or “earnestness” version, during comparison of the texts we
can get an incorrect result, because of value difference and perception difference. If
we check all synonym versions of the word according to fine line distinction in “Bag
of words”, n – count of terms, which have synonym terms, m – average count of syn-
onyms of terms- the various levels, and types of semantic information involved are not
clearly understood. Acute sensitivity to the between seriousness and solemnity, may
occur because of disproportionate class-consciousness.

The importance of speech in the context may point to another characteristic: our love
of words.We are particularly ‘tactile’ or physically expressive in expressing the thoughts
by reliance on linguistic signals. Words are our preferred medium, so it is perhaps
significant that they should be our primary means of signaling and recognizing social
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status. William Hanson, an ‘etiquette’ expert suggested “More class-based conceptual
work needs to be done” and he provided a guideline to ‘U’ and ‘Non-U’ words, guessed,
the U stands for ‘upper class’[12]. He considers educating people and first stop using
the word “posh” is necessary, and instead of it to say “smart” as it is the norm by upper
class standards. The other class experts suggest, that the upper classes don’t need to
borrow words that may be in fashion for a few months, so the more traditional repartee
is preferable” and they think it would be more literal to use ‘old’ instead of ‘vintage’.
More traditional words for upper classes are given in the table (Table 1).

Table 1. Traditional and common words

Traditional words Common words

Champagne Prosecco-Bubbly/Fizz

Napkin Serviette, doily, overlay

Basement Lower Ground, foundation, base, groundwork, footing

Film Movie, flick, pic, flicker, show

Jacuzzi Hot Tub, vortex, swirl, whirlwind, whirl, eddy, curl

We consider, in order to choose the correct word CW and the close relationship
between fuzzy information granulation must be used is as it is discussed in [20]. Fuzzy
information granulation (fuzzy IG) may be viewed as a human way of employing data
compression for reasoning and, more particularly, making rational decisions in an envi-
ronment of imprecision, uncertainty and partial truth. In a very broad sense, granulation
involves a partitioning of whole into parts. Modes of information granulation (IG) in
which granules are crisp play important roles in a wide variety of methods, approaches
and techniques. In a very broad sense, granulation involves a partitioning of whole into
parts. Fuzziness of granules, their attributes and their values is characteristic of ways
in which human concepts are formed, organized and manipulated. fuzzy information
granulation (fuzzy IG) may be viewed as a human way of employing data compression
for reasoning and, more particularly, making rational decisions in an environment of
imprecision, uncertainty and partial truth. Information granulation (IG) can be: a. pos-
sibilistic (X is A partial knowledge); b. probabilistic (X is P partial certainty); c. veristic
(X is V partial truth); d. generalized (X is R hybrid).

Abasic generic problem inCWis:Weare given a collection of propositions expressed
in a natural language which constitute the initial data set (IDS). From the initial data set
we wish to infer an answer to a query expressed in a natural language. The answer, also
expressed in a natural language, is referred to as the terminal data set (TDS). In using
feature extraction process fuzzy c (fuzzy clustering) can be used. In this example, what
we have done, in effect, amounts to a derivation of a linguistic characterization of the
joint probability distribution of X and Y starting with linguistic characterizations of the
probability distribution of X and the probability distribution of Y.
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4 Conclusion

Natural language processing systems which can handle fuzzy logic based statements
must be encouraged. CW – which is based on fuzzy logic – can be used for much
more expressive language for knowledge representation, reasoning and computation.
This gives more scalability, flexibility and efficiency to the natural language processing
system. In CW, a granule is a fuzzy set of points drawn together by similarity, where a
word is a description of a constraint on a variable. By fuzzy logic incorrect reasoning
can be prevented with measurements of mental perceptions.
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Possibility Optimal Risk Management
in Magistral Gas and Oil Transportation

Systems

S. A. Agammedova and I. A. Habibov(B)

Azerbaijan State Oil and Industry University, Azadliq Street 20, Baku, Azerbaijan

Abstract. In this paper, the problem of risk management in trunk gas and oil
transportation systems (MGNTS) with limited resources for the elimination of
accidents is formulated in the form of a fuzzy decision-making model with a
nonlinear income function and linear fuzzy constraints. The problem is also for-
mulated in the form of a semi-Markov decision-making model for a controlled
Markov process in continuous time with a nonlinear objective function of income
and linear inequalities-constraints with coefficients expressing the costs of each
type of funds for a certain type of accidents and given in the form of random
fuzzy variables. With the help of a feasibility approach to the problem of fuzzy
optimization and level maximization under line-by-line constraints according to
the expected possibility, the formulated problem is reduced to an equivalent deter-
ministic nonlinear programming problem with Boolean variables. An algorithm
for solving the problem is proposed. On the basis of optimization methods, the
solution of the problem is reduced to a deterministic nonlinear Boolean program-
ming problem. Based on the methods of possible optimization, the solution of the
problem is reduced to a deterministic nonlinear Boolean programming problem.

Keywords: Semi-Markov decision-making process · Renewal theory ·
Pseudo-Boolean programming methods

1 Introduction

Thepaper considers the problemof riskmanagement in gas andoil transportation systems
(MGNTS) with limited amounts of funds allocated for measures to prevent or eliminate
the consequences of accidents, and the known distribution functions of the uptime of the
type and distribution functions of the recovery time, using each solution from a given a
set ofmeasures for accidents of a certain type. The problem is also formulated in the form
of a semi-Markov decision-makingmodel for a controlledMarkov process in continuous
time with a nonlinear objective function of income and opportunity constraints on costs.

Using the possibility approach to the problem of fuzzy optimization and maximiza-
tion of the level under line-by-line constraints on the expected possibility [1], the formu-
lated problem is reduced to an equivalent deterministic nonlinear programming problem
with Boolean variables. In the case of clear coefficients of linear constraints, this problem
was solved in [2].
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2 Formulation of the Problem

Let each state i ∈ S, S = {0, 1, 2, ..., N }, of the considered MGOTS, be assigned a
finite set Ki of solutions (various complexes of actions in case of accidents and support
of the normal functioning mode in the absence of accidents), the elements of which we
denote k = 0, 1, 2, ..., ki. If the system is in the state i ∈ S and the decision k ∈ Ki is
made, then its further behavior is determined by the probabilistic law:

Q(k)
i (t) = p(k)

ij F (k)
ij (t), j ∈ S, (1)

where p(k)
ij - is the probability of the system transition from state i to state j when making

a decision k; F (k)
ij (t) - is the distribution function of the time spent by the system in the

state when making a decision k and provided that the next transition occurs to state j.
The risk management problem for MGOTS should include variables xkj (j = 0, 1,

…, N; k = 0, 1, …, m), where m is the total number of complexes of actions provided
for the elimination of accidents from the set S̃ = S\{0} and forming a set K = Uj∈SKj,

where Kj is a set of complexes of measures provided for the elimination of accidents
of type j from the set S̃. At j = 0, a known decision x00 = 1 is made, and at j �= 0, a
previously unknown solution with components or (k = 1,…, m).

The goal function f0 of the considered problem, which determines the total income
of the system, depends on all components of the vector x = (x00, x11, …, xm1, …, x1N ,
…, xmN ), while the cost constraints depend on all components of the vector x̃ = (x11,
…, xm1, …, x1N , …, xmN ) of dimension n = mN. We will assume that cost constraints
are represented by linear functions of the fuzzy variables akj(γ ) and bk(γ ) in the form
[1]

fk(x, γ ) =
N∑

j=1

akj(γ )xkj − bk(γ ), (k = 1, ..., m) (2)

We will assume that the following conditions are met:

1. State i = 0 corresponds to the normal functioning of MGOTS, and i �= 0 - to
emergency (or pre-fail) situations.

2. The functions F (k)
0j (t) and F (k)

0j (t), j ∈ S̃ = S\{0}, k ∈ Kj, together with their first
derivatives, are continuous for t > 0, with the possible exception of a finite number of
points, and increase at infinity no faster than an exponential function, which ensures
the existence of the Laplace-Stiltjes integral for these functions [3–5].

3. For a unit of time spent in state i, if decision k is made, the average income is paid
r(k)i (for i �= 0, the number r(k)i is negative and equal to the system’s costs per unit
of time spent in state i, provided that the state is exited using solution k).

4. The quantities
∣∣∣r(k)i

∣∣∣ are bounded for all, i ∈ S, k ∈ Ki and the probabilities p(k)
ij

satisfy the relations
∑
j∈S

p(k)
ij = 1, i ∈ S, k ∈ Ki; p(k)

ij ≥ 0, i, j ∈ S, k ∈ Ki.
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Thus, in each state there are ki solutions from the finite set Ki. The choice of some
solution k from Ki in the state i ∈ S means setting the values Q(k)

ij (t), P(k)
ij , F (k)

ij (t),

r(k)ij , j ∈ S. For i = 0, K0 = {0}; p(0)
0j �= 0(j ∈ S) is the probability of transition to

state j from state i = 0. p(0)
00 - is the probability of the system staying in the state i =

0, in this case F (0)
00 (t)- the distribution function of the time accumulated by the moment

t of staying in the state i = 0. The probabilities p(0)
0j (j ∈ S̃) are calculated in practice

as the proportion of accidents of type j in the total set of accidents of various types of
MGOTS based on the data bank of the process history. In this case, the function F (0)

00 (t)
is the function of the distribution of the time of failure-free operation between adjacent
accidents of type j. For i= 1,…,N for any k ∈ Kip

(k)
i0 = 1, p(k)

ij = 0 (j �= 0); F (k)
j0 (t)- the

distribution function of the recovery time of the MGOTS operability using the solution
k in case of an accident of type j. Due to the continuity in time of the process under
study, we will use an exponential overestimation with the norm α, i.e. if at some point
in time a unit income is paid, then after time t this income will already e−αt cost units.
Then, if ri is income per unit of time, then the total income for time t has the form
t∫

0
rieατdτ = ri

α
(1 − e−αt). Let us denote by in the state of the system after the n-th

transition, un is the decision made, and τ n is the time spent in this state (n = 0, 1, 2,…,
i0 is the initial state). An admissible strategy π for a controlled MGOTS is defined as
the sequence {π0, π1, π2,…}, where πn(•/zn) is a probabilistic measure focused on the
function of constraintsU(S) on the decisions (controls) made, determined by the system
of of equations

�{{fk(x, γ ) = 0} ≥ αk}, k = 1,m (3)

(P - is a possible measure, akj - are level sets of possible quantities is equivalent to a
system of linear akj, k = 1,m, j = 1.N ) and depending on the history of the controlled
system at the time of the n-th transition zn = (i0, u0, τ0, ..., in−1, un−1, τn−1, in). The
measure πn(•/zn) defines a randomized rule for choosing a solution un based on the
information zn. We denote by wi (t, α, π ) the total income over time t of the system
making a decision according to the strategy π with the overestimation rate α, provided
that the system starts functioning at time t = 0 from state i. Here α (0 < α < 1) is
the coefficient of discounting income (in normal operation) or costs (in emergency
situations); coefficient α is determined by inflation (at inflation on 10% α = 0.1). By
vi(t, α, π ) = wi(t, α, π )/t we denote the total average income of the system over time t
under the same conditions. It is necessary to find an α-optimal nonrandomized Markov
strategyπ* thatmaximizes the average incomevi(α,π ) for an arbitrary initial distribution
of the process, �α = (α0, α1, ..., αn) where

∑
i∈S

αi = 1, α > 0, i ∈ S. Without loss

of generality, we will take a �α = (1, 0, ..., 0) vector as the initial distribution, i.e. the
initial state of the system is normal operation.
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3 Method for Solving the Problem

Using a matrix Q(k)(t) = [Q(k)
ij (t)] called the matrix of transition distributions, the

function H (k)
i (t) = ∑

j∈S
Q(k)
ij (t), i ∈ S, k ∈ Ki, is determined which is the distribution

function of the time spent by the process in state i when making a decision k ∈ Ki. Let,
h(k)
i (α) = h(k)

i (s)/s = α where h(k)
i (s) is the Laplace-Style-tyes transformation of the

function H (k)
i (t). Using the standard for the renewal theory [5] reasoning as t → ∞ in

the Laplace-Stieltjes image field, we obtain the following equation

vi(α) =
∑

k∈Ki

d (k)
i

⎛

⎝ρ
(k)
i (α) +

∑

j∈S
q(k)
ij vj(α)

⎞

⎠ (4)

where vi(α) is a short entry vi(α, π); q(k)
ij (α) = L∗

s=α{Q(k)
ij (t)}, L∗(s) - Laplace-Stilties

transformation; d (k)
i (k ∈ Ki) - strategy system in state i. Let be

ρi(α) =
∑

k∈Ki

d (k)
i ρ

(k)
i (α), ρ

(k)
i (α) = r(k)i

α

(
1 − h(k)

i (α)
)

(5)

and ρ(α) = (ρ0(α), ..., ρN (α))T , v(α) = (v0(α), ..., vN(α))T . Then

v(α) = ρ(α) + q(α)v(α), q(α) = [qij(α)], qij(α) =
∑

k∈Ki

d (k)
i q(k)

ij (α) (6)

from (4) we find

v(α) = [I − q(α)]−1ρ(α). (7)

where I is the (N + 1) × (N + 1) identity matrix. Equality (7) is valid, since the matrix
[I − q(α)]−1 is nondegenerate. Multiplying both sides of equality (5) by the vector −→a
of the initial distribution, we obtain

−→a · v(α) =
∑

i∈S
∑

j∈S
∑

k∈Ki
qiμij(α)ρ

(k)
j (α)d (k)

j , [μij(α)] = [I − q(α)]−1 (8)

The quantities μij(α) depend on d (k), k ∈ Ki, i ∈ S, since the elements of the matrix

[I − q(α)] are expressed in terms of d (k), k ∈ Ki, i ∈ S. Let {d (k)
j } (k ∈ Kj) a nonran-

domized stationary Markov strategy be a system in state j: d (k)
j ∈ {0, 1}, ∑

j∈S
d (k)
j = 1.

We put x00 = 1 and xkj = dk
j , k ∈ Kj, j ∈ S̃. For linear functions (2) by methods of

interval mathematics [6] it can be proved [7] that the system
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

N∑
j=1

a−
kj · xRj ≤ b+

k ,

N∑
j=1

a+
kj · xRj ≥ b+

k ,

xRj ∈ X , k = 1, ...,m,

(9)

where a−
kj , a

+
kj , b

−
k , b

+
k are the boundaries of closed intervals [a−

kj , a
+
kj ], [b−

k , b+
k ],

representing αk - level sets of possible quantities akj(γ ) and bk(γ ), respectively.
Maximization of the total average income (8) with functions of cost constraints of

the form (3) is formulated as the following optimization problem for Boolean variables
x = (

xkj
)
, k ∈ Kj, j ∈ S̃ or j ∈ Jk , k ∈ K which is all the same:

f (α, x) =
∑

i∈S

∑

j∈S

∑

k∈Kj

aiμij(α, x)ρ(k)
j xkj → max (10)

∑

k∈Kj

xkj = 1, j ∈ S̃ (11)

∑

j∈Jk
a−
kj · xkj ≤ b+

k , (k = 1, ..., m) (12)

∑

j∈Jk
a+
kj · xkj ≥ b−

k , (k = 1, ..., m) (13)

xkj ∈ {0, 1}, k ∈ Kj, j ∈ S̃, (14)

where a−
kj , a

+
kj , b

−
k , b

+
k boundaries of intervals [a−

kj , a
+
kj ], [b−

k , b+
k ], representing αk -

level sets of possible quantities akj(γ ) and bk(γ ), respectively.
To construct solutions to such a system under additional conditions (14), one can

use the approach proposed in [8], based on finding basic solutions. However, in practice,
in inequalities (12) and (13), the right-hand sides b−

k and b+
k are determined by the

known coefficients a−
kj and a+

kj , respectively. We will assume that, a−
kj , a

+
kj and b−

k , b
+
k ,

are triangular possible quantities [1].
Based on the above, the following main conclusions can be drawn. The optimal

solution to problem (10)–(14) is obtained by choosing such a solution to system (11)–
(14), at which the maximum value of the objective function (10) is achieved. This value
is obtained by a simple enumeration of the values of function (10) on the set of particular
solutions of system (11)–(14) which are determined which using the pseudo-Boolean
methods of bivalent programming.

4 Numerical Example

Consider the operation of a gas pipeline under the risk of two possible accidents: accident
1 (j = 1) - blockage; emergency 2 (j = 2) - valve skip.
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Alternative measures in case of accident 1: 1) Stopping the gas pipeline and restoring
normal conditions. 2) Gas pipeline purging. 3) Application of a viscoelastic cleaning
system.

Alternative measures in case of accident 2: 1) Stopping the gas pipeline and restoring
the normal state. 2) Replacement of the valve.

We assume that in both cases the first activity is carried out at the same time T =
1 h. Let us denote the measures to eliminate accident 1 through K = 1, K = 2 and K =
3, and in the case of accident 2 through K = 1 and K = 4. Then the number of system
elements will be N = 2, and the total number of different measures for liquidation in the
aggregate of accidents will be m = 4.

Fj(t) = 1 − e−λj t,G(k)
j (t) = 1 − e−μ

(k)
j t

where λj = 1
/
Tj1; μ

(k)
j = 1

/
T (k)
j2 ; μ

(k)
j = 1

/
T (k)
j2 ; Tj1 and T (k)

j2 is the average lifetime

of the system between two successive accidents of type j and the average recovery time of
the system after a crash of type jwhen solving k. Let be a non d (k)

i - randomized stationary
strategy of the system in a state when i(i ∈ S) solving k (i.e., the probability of making
a decision k in state i): d (k)

i ∈ {0, 1}, ∑
k∈Ki

d (k)
i = 1, i ∈ S. Then the distribution law

of the lifetime and the distribution law of the recovery time of the system as a whole

will be written in the form Fj(t) = 1 − e−λt , G(t) = 1 − e−μt , where λ =
N∑
j=1

λj,

μ =
N∑
j=1

∑
k∈Kj

d (k)
j μ

(k)
j . Let us T11 = 8h, T21 = 8h, T (1)

12 = 1h, T (2)
12 = 2h, T (3)

12 = 1h,

T (1)
22 = 1h, T (4)

22 = 0, 5h.

Then F0(t) = F(t) = 1−e−0,25t , Fj(t) = 1−e−0,25t, j = 1, 2;G(1)
1 (t) = 1−e−t ,

G(2)
1 (t) = 1 − e−0,5t , G(3)

1 = 1 − e−t ; G(1)
2 (t) = 1 − e−t , G(4)

2 (t) = 1 − e−2t .
Let us assume that the throughput of the gas pipeline is 7 106 m3/day and the cost

of 1000 m3 of gas is 230 USD. Then the costs from the downtime of the gas pipeline
during the time T= 1 h will be 7·103·30/24 = 66850 USD. Let us denote by the average
cost of action k in the event of an accident j. Then, neglecting the costs of restoration
work in the event k = 1, we get the c11 = c12 = 66850 c.u.

Let, further, the average costs for other activities are equal, c21 = 300, c31 = 400,
c42 = 600 cu. We will assume that in the state i = 0 the only decision (k = 0) has
been made - to continue normal functioning - and in this state the following probability
distribution is given:

P(0)
00 = 0, 7, P(0)

01 = 0, 1, P(0)
02 = 0, 2.

Using the Laplace-Stieltjes transformation, we find that thematrix [I−q(α, x)]−1 =
[μij(α, x)] (i, j ∈ S) has elements:

μ00(α, x) = 0, μ01(α, x) = 1

D(α, x)
· 0, 0125

α + 0, 125
, μ02(α, x) = 1

D(α, x)
· 0, 025

α + 0, 125
,
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μ1, 0(α, x) = 1

D(α, x)

(
x11 + x31

α + 1
+ x21

α + 0, 5

)
,

μ11(α, x) = 1

D(α, x)

(
1 − 0, 175

α + 0, 25
− 0, 025

α + 0, 125

(
x12

α + 1
+ 2x42

α + 2

))
,

μ12(α, x) = 1

D(α, x)
· 0, 025

α + 0, 125

(
x11 + x31

α + 1
+ x21

α + 0, 5

)
,

μ20(α, x) = 1

D(α, x)
·
(

x12
α + 1

+ 2x42
α + 2

)
,

μ21(α, x) = 1

D(α, x)
· 0, 0125

α + 0, 125

(
x12

α + 1
+ 2x12

α + 2

)
,

μ22(α, x) = 1

D(α, x)

(
1 − 0, 175

α + 0, 25
− 0, 0125

α + 0, 125

(
x11 + x31

α + 1
+ x21

α + 0, 5

))

where D(α, x) = − 0,025
α+0,125

(
x12
α+1 + 2x12

α+2

)
+ 1 − 0,175

α+0,25 − 0,0125
α+0,125

(
x11
α+1 + x21

α+0,5

)
-

determinant of a matrix [I − q(α, x)]. The quantity ρ
(k)
i in (8) is written in the form:

ρ
(0)
0 (α) = 66850

α

(
1 − 0, 175

α + 0, 25
− 0, 0375

α + 0, 125

)
, ρ

(1)
1 (α) = −66850

α

(
1 − 1

α + 1

)
,

ρ
(2)
1 (α) = −150

α

(
1 − 0, 5

α + 0, 5

)
, ρ

(3)
1 (α) = −400

α

(
1 − 1

α + 1

)
,

ρ
(1)
2 (α) = −66850

α

(
1 − 1

α + 1

)
,

ρ
(4)
2 (α) = −1200

α

(
1 − 2

α + 2

)
.

Assuming the levels αk in (3) to be equal α1 = α2 = α3 = α4 = 0, 8 and the
fuzzy coefficient of the quantity ckj and bk (to simplify the calculations) equal to 1, after
applying the above algorithm for the numerical solution of the system of inequalities
(11)–(14), we obtain four solutions with the following values of Boolean variables {xkj}:

1) x11 = 1, x42 = 1; 2) x21 = 1, x12 = 1; 3) x21 = 1, x42 = 1; 4) x31 =
1, x12 = 1;

5) x31 = 1, x42 = 1 (not specified variables in each solution are equal to zero).
The objective function f (α, x) for α = 0, 1 and a = (1, 0, ..., 0) the initial distri-

bution takes f5 = −175, 2 the largest value when solving 5) x11 = 0, x21 = 0, x31 = 1,
x12 = 0, x42 = 1.
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5 Conclusion

The problem of managing technical and technological risks in the main gas and oil
pipelines with possible restrictions on the funds allocated for the elimination of possible
accidents is considered in the form of a semi-Markov decision-making model with the
criterion of themaximum average discounted income. Provided that both the coefficients
and the right-hand sides of the constraints are disconnected, the problem is reduced to a
deterministic optimization problem with Boolean variables, a nonlinear objective func-
tion and constraints in the form of a system of linear inequalities, which is solved using
pseudo-Boolean methods of bivalent programming, based on the methods of feasibility
optimization.
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Abstract. Modern conditions for the formation of the digital economy imply the
use of new approaches to organizing information flows in the management of
organizations of all types. The article discusses approaches that are typical for
management processes in the Russian Federation, but have common properties
with the well-known trends in the world economy. Based on Russian and for-
eign experience, the country has formed the “Program for the Development of the
Digital Economy in the Russian Federation until 2035”, the main provisions of
which presuppose a combination of several key components of the digital trans-
formation in management of the modern socio-economic development of Russia.
These include digital big data technologies, soft models and computations based
on fuzzy sets and fuzzy logics, complex chaotic Systems of Systems, as well as
intellectual data mining, includingmachine learning and neural network technolo-
gies. The proposed study examines the issues of the practical application of these
approaches within a particular region. The main examples are given within the
framework of the specifics of the southern region of the Russian Federation. The
main feature of the work is that the existing NON-factors are taken into account
to the maximum extent.

Keywords: Soft models · NON-factors · Artificial neural networks · Data
mining · Big data · Chaos · System of systems

1 Introduction

Modern global trends of VUCA-world and digital transformation determine deep tec-
tonic changes in socio-economic and cultural-political practices of a person and nec-
essarily raise new questions for the organization and management of human activity.
The unstable, multi-vector, hyper-fast modern world is characterized by an increase in
information flows, the constant emergence of new technologies, and the formation of
ecosystems. In such conditions, many researchers speak about the need to form a new
management paradigm [1].

The emergence of big data as a new type of strategic resource in an organization
requires the search for new methods of effective management. These methods are con-
nected with the collecting of the necessary information, processing, transformation into
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knowledge, appropriate packaging and further transfer. The methodology of these items
is practically absent in the modern process of making managerial decisions [2]. In this
regard, the data concept – Data Driven Management (DDM) that has appeared in recent
years, “aimed at changing the business model and organizing management decision-
making processes” [3], solves a number of problems. But the formation of a corporate
culture of working with data remains an open and complex issue.

Thus, it can be stated that in theworld practice there is a trend of changes in the theory
andmethods ofmanagement associatedwith the total introduction of digital technologies
that determine transformational processes. The search for a methodological basis for a
new management paradigm becomes relevant and necessary.

According to the developers of the “Program for the development of the digital
economy in the Russian Federation until 2035”, “the conceptual digital model of man-
aging socio-economic systems will be based on such principles as: obtaining real-time
data; managing economic processes based on automated analysis of big data; the digital
ecosystem of the state, business and citizens” [4].

In turn, a specialist in systems thinking and modeling of business systems, J. Ghara-
jedaghi notes that in modern conditions, an organizational model is being formed [5] as
a social model of a multi-intelligent system, and a person is required to have a coherent,
holistic thinking designed to help see through chaos and complexity as well as to cope
with a set of interrelated variables in a changing external environment [6].

2 Chaos Theory as the Basis of Management Methodology

Analyzing the strategies of digital business transformation and the directions of changes
in management approaches in the digital economy, McKinsey specialists distinguish
“three levels of changes: new ecosystems, business architecture and foundation” [7]. At
the same time, the external level of organizational changes is determined by the activity
of ecosystems and the transformation of markets. The internal level of the organization
is based on changes in business models and values. The third level depends on the
convergence of digitalization processes and the corresponding processes of corporate
culture within the organization. To optimize management in the conditions of digital
transformation, it seems heuristic and relevant to form a methodology based on such
approaches as chaos theory, fuzzy set methods and neural network models.

Chaos theory in the desired management methodology represents the external envi-
ronment of an organization as an asymmetric, nonlinear dynamically changing space in
which any element acquires an emergent value [8, 9]. The managerial effect of applying
chaos theory is the ability to use nonlinear, chaotic processes to achieve the goals of
the organization, determining stable parametric data areas and states of “self-organized
criticality of the controlled object” [10].

In the mathematical formulation, the problem is reduced to the study of a system of
differential equations with nonlinear feedbacks in the form of:

∂

∂t
Xi(t) = Fi(X1,X2, ...,Xn; t), i = 1, 2, .., n, (1)

where Xi are the phase variables that determine the state of the object under
consideration at a given time t.
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The number of phase variables “characterizing the socio-economic state of the region
may include the average income level of the population, the index of social tension, the
number and characteristics of sources of potential tension, quantitative and qualitative
characteristics” [11] of forces and logistical, medical, anti-epidemic and other means
aimed at preventing emergency situations (emergencies) and minimizing their conse-
quences. “The system of Eq. (1) will describe the behavior of an object in case of
emergency, if its right-hand sides of equations with nonlinear feedbacks are known. The
presence of positive feedback in the system is always potentially dangerous and can
cause loss of controllability. An example of such systems are systems with a variable
delay” [12]. Their mathematical models have the form of:

dx

d
= F(x(t), x(t − τ)), (2)

where τ – the delay.
The simplest example of a model with a delay is the Hutchinson equation:

dx

dt
= α (x(t) · (1− x(t − τ)), (3)

When thedelay time is long, this equationdescribes rare, periodically occurring, giant
bursts that can be interpreted as catastrophes” [13]. Thus, the change in the delay time
is one of the sources of chaos and, accordingly, unpredictability, fuzziness of complex
systems.

As it was already mentioned above, the modern VUCA world is characterized by
such a fundamental principle as uncertainty, “which is based on objective and subjective
factors”. “The objective factor is due to the very existence of objects and phenomena
of the external world with ambiguous characteristics. The subjective factor is related to
the individual characteristics of the perception of these phenomena by different people”
[11].

The mathematical theory of fuzzy sets proposed by L. Zadeh allows describing
fuzzy concepts and knowledge, operating with this knowledge [12] and making fuzzy
conclusions. “The presence of mathematical means of reflecting the fuzziness of the
initial information allows us to build a model that is adequate to reality and to process
large amounts of data in a relevant way. In the problem of choosing alternatives to
data processing, an important place is occupied by the analysis of situations in which
qualitative characteristics, rather than quantitative, are decisive. For these purposes, L.
Zadeh created a theory of a linguistic variable, the value of which is characterized not
by a numerical value, but by a word (or a set of words) of a natural language. Thus,
using the theory of fuzzy sets in management, qualitative information can be used in
formalized analysis procedures” [13].

The use of neural networks in management in recent decades has found application
in such functional areas as project management, inventory management, and risk man-
agement. However, today, a person who is considered in the organization as a valuable
asset that needs to be preserved and developed comes to the fore in the digital economy.
The digital footprint left by a person in the context of its functioning is determined by
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a large amount of data, the processing of which is the task of self-learning neural net-
works. Based on the data coming from different sources, the neural network can identify
problem areas in the management system.

The proposed methodological platform, instrumentally consisting of elements of
chaosmanagement, neural networks and fuzzy sets, is based on the “TheoryO”, inwhich
the object of management is the organizational culture, and the subject of management
is the joint interaction of people in decision–making and proactivity as a reaction to
predicted changes [14, 15].

3 Conclusion

Thus, it can be noted that the problemsofmanagement in the conditions of transformation
mostly lie in formation of the digital culture of the organization. The structural elements
of this culture can be considered: flexibility and adaptability in the search and selection
of information; making decisions based on data using Big Data technologies; digital
consciousness focused on the priority of using digital technologies. They are the result of
effective management of digital transformation based on the methodological integration
of chaos theory, fuzzy sets and neural networks.
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Synthesis of the Polymer Bitumen Compositions
for Pavement Using Neural Network
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Abstract. The paper presents the synthesis of the polymer bitumen compositions
by addingwastes of high-pressure polyethylene production – clods.Modified bitu-
men composition, which contains clods, rubber crumbs, fuel oil with improved
properties for pavement, compared to bitumen composition complying with the
requirements of bitumen BND 60/90 according to GOST 22245-90, has been pro-
duced. It was found that addition of a bitumen composition as amodifying additive
of 2% polymer waste from the production of high-pressure polyethylene – clod,
along with rubber crumb, enables obtaining a bitumen composition of improved
quality. Using Fuzzy neural network the factors have an impact on the composition
quality were determined due to traditional forecasting methods cannot take into
account uncertainty factor completely. It was shown that the clod in the compo-
sition has the strong effect on the mass extensibility, and the bitumen in the mass
has an impact on their softening temperature and needle penetration.

Keywords: Binding paving bitumen ·Modification · Polymer wastes · Clod
(polyethylene wastes) · Softening · Extensibility ·Multiple regression

1 Introduction

Chemical composites have been ranked highest in innovations per employee, leaving
behind even metallurgical production, pharmaceutics and automotive industry [1]. It
especially concerns to the production of such products of oil and gas chemistry like
modern polymers. Nowadays, the most important polymer materials are polyether and
polyamide fibers, polyethylene, polypropylene, and the production of polycarbonates
and polyurethanes will noticeably increase. The increase in the consumption of these
materials rises amount of their wastes that leads to an additional ecological pressure in
the environment. Therefore, the secondary treatment of polymer wastes, which are prac-
tically valuable raw materials for the production of new materials and compositions, is
an serious problem and allows reducing environmental tensions. From this point of view,
the use of various polymers or their wastes in obtain of paving bitumen compositions
along with plasticizing and stabilizing additives, is one of the promising and widely
used by improving their quality [2–6]. Addition of modifying polymer additives into
bitumen composition may purposefully modify the structural and mechanical proper-
ties of polymer-bitumen compositions, thereby giving them polymer properties such as
elasticity, heat resistance, transparency, freeze resistance, etc.
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Due to the polymer additive, bitumen acquires a number of valuable physical and
mechanical properties and high resistance to polymer aging, whichmakes the production
of polymer-bitumen compositions most cost-effective. In the production of polymer-
bitumen compositions, achievement of desired results requires a good combination of
bitumen and polymer additive, which in turn depends on the chemical nature of the
polymers and bitumen [7, 8]. The molecular weight of the polymer and the technology
of preparing polymer-bitumen mixture play a decisive role in this process [9, 10].

Aim of the present work is to obtain polymer-bitumen compositions with improved
properties for road pavement by adding wastes of high-pressure polyethylene into their
composition and to study the dependence of their structural and mechanical properties
on production conditions and content of the compositions. Thus, the generation of the
multiple and standard regression equations also enabled establishing the dependencies
of the main properties of the composition on the percentage of mass components.

2 Statement of the Problem

The aim of this work is to obtain polymer bitumen compositions for pavement. Fuzzy
neural network is selected for analyzing this problem, because it is characterized by
the following strengths: curve fitting, generalization ability, adaptation, approximation
ability and learning.

Proceeding from this, it is provided to solve the following problems:

– Selection of effective clustering and inference method for fuzzy neural networks;
– Comparison of the received results with results of traditional methods.

For the decision of these problems the architecture of fuzzy recurrent neural networks
with two inputs, with one hidden layer and one output has been selected. The network
is trained based on a hybrid method. Such neural network is characterized by smaller
computing complexity and good ability to training.

In calculations 63 data are used. From these data 2/3 were used for training, and 1/3
data were used for testing of FRNN. Fragment of the initial data is given on Table 1.

Table 1. Fragment of the initial data

x1 x2 x3 y1

1 1,425 1,52 73 11,73421

2 1,44 1,534 73,118 11,70977

3 1,455 1,548 73,236 11,68534

(continued)
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Table 1. (continued)

x1 x2 x3 y1

… … … …

24 1,665 1,744 74,888 50,53533

25 1,68 1,758 75,006 50,58349

26 1,695 1,772 75,124 50,63165

27 1,71 1,786 75,242 50,67981

28 1,725 1,8 75,36 50,72797

… … … …

58 2,235 2,276 79,372 142,1238

59 2,25 2,29 79,49 142,2923

60 2,265 2,304 79,608 142,4607

61 2,28 2,318 79,726 142,6292

62 2,295 2,332 79,844 142,7977

3 Experimental Part

Wastes of high pressure polyethylene (HPP) – clods with a molecular weight of 700–
11000 – were used as polymer additives while conducting researches. Amount of
polyethylene in the product was found to be 99%, the concentration of double bonds
was 2–10%, thermographic value was 150 °C. High-melting bitumen characterized by
softening temperature by ring and ball (“R and B”) method – 110 °C (GOST 11506-73)
and needle penetration depth at 25 °C 16× 0,1 mm (GOST 11501-73) and extensibility
at 25 °C – 3 cm (GOST 11505-75) has been used as a raw material. Based on literature
data [11, 12], a rubber crumb with diameter of 0.06 mm (GOST-1293), which is a waste
of rubber products, has been used as a modifier.

Use of rubber crumb as a modifier of road bitumen is due to the fact that addition
of rubber crumb into the bitumen composition enables increasing adhesion of types
with a coating, and this allows preventing bitumen bleeding from coating at high air
temperatures and reduces dust formation. To obtain a homogeneous polymer-bitumen
composition, bitumen is first mixedwith fuel oilM-40 (GOST 10585-99) at 12 °C (Table
2). Further, HPP and resin crumb are added into the mixture at a specified temperature
and intense stirring. While stirring, the temperature of bitumen mixture was raised up
to 170 °C and remained for another 30–40 min.
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Table 2. Physical andmechanical parameters of used fuel oil M-40 according to GOST 10585-99

№ Name of parameters Parameters

1 Kinematic viscosity, at 80 °C, mm2/c 43

2 Density at 20 °C, kg/m3 922,1

3 Chilling point, °C −12

4 Flash point, °C 184

5 Ignition residue, % 0,0228

6 Mass share of sulfur, % 0,23

7 Mass share of water, % N/A

4 Results and Discussion

The studies show the possibility of obtaining polymer-bitumen composition with
improved quality by adding HPP into the bitumen composition. In particular, with an
amount of specified polymer waste of 1.8% per unit weight of bitumen, melting point of
the composition is reduced to 57 °C by “R and B” method which is 53 °C versus 110 °C
for the raw material. At the same time, the penetration depth of a needle is increased
from 16× 0,1 mm to 100× 0,1 mm, as well as the extensibility from 3 to 8 cm at 25 °C.
Thus, based upon softening temperature, the resulting polymer-bitumen composition
complies with the requirements of bitumen BND 60/90 (Table 3). For comparison, the
effect of adding one polymer waste – clod in the amount of 2,0 and 4,0% mass into
bitumen has been studied.

Table 3. Physical and mechanical properties of polymer-bitumen compositions

№ Name Softening temperature
by R and B method,
°C, GOST 11506-73

Penetration depth of
needle at 25 °C ×
0,1 mm, GOST
11501-73

Extensibility cm, at
25 °C n.n
GOST 11505-75

Bitumen BND
60/90 GOST
22245-90

n.n. 47 61–69 55

High melting
bitumen (raw
material)

110 16 3

(continued)
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Table 3. (continued)

№ Name Softening temperature
by R and B method,
°C, GOST 11506-73

Penetration depth of
needle at 25 °C ×
0,1 mm, GOST
11501-73

Extensibility cm, at
25 °C n.n
GOST 11505-75

Polymer-bitumen composition

I Bitumen
– 60,6%
Clod – 1,8%
Fuel oil
– 36,4%
Resin crumb
– 1,2%

53 100 8

II Bitumen
– 49,02%
Clod – 1,96
Fuel oil
– 49,2%

46 71 13

III Bitumen
– 48,07%
Clod – 3,85%
Fuel oil
– 48,08%

80 51 4

IV Bitumen
– 77,5%
Rubber crumb
– 1,6%
Clod – 1,5%
Fuel oil
– 19,4%

54 134 9

V Bitumen
– 73,5%
Rubber crumb
– 2,2%
Clod – 2,2%
Fuel oil
– 22,1%

47 139 13,5

VI Bitumen
– 77,6%
Rubber crumb
– 3,1%
Clod – 7,7%
Fuel oil
– 11,6%

43 143 3,0
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As the results show in Table 3, a decrease in the softening temperature of polymer-
bitumen composition is observed at all concentrations of added polymer waste. The
softening temperature of the composition is reduced from 110 to 46 °C while adding
1.95% of clod, and with addition of 4% it is reduced to 80 °C. Penetration depth of a
needle at 25 °C increases from 16× 0,1 mm to 71× 0,1 mm and 51× 0,1 mm, and the
extensibility indicator rises up to 8 and 13 cm, respectively.

It should be noted that one of the ways of producing compositions with given opera-
tional properties is themodification of bitumenwith various polymer additives. Polyethy-
lene is able to form a single homogeneous spatial structure with viscous road bitums,
which causes an increase of softening temperature of their resistance to aging of the
organic binder, as well as an increase of its chemical resistance under the effect of acids
and alkalis of liquid fuel. In addition, polyethylene imparts elasticity to the coating,
widens the temperature range, reduces the glass transition temperature of bitumen and
increases softening temperature. Additionally, this prevents the formation of cracks, as
well as the softening of coating under the sun [13].

Addition of a polymer residue – clod to the bitumen composition sharply changes
its qualitative characteristics, that requires determining their optimum amount, since
the composition also includes fuel oil and rubber crumbs. As Table 2 shows that the
sample III of polymer and bitumen composition characterized by extensibility at 25 °C
and softening temperature by “R and B” method concedes to the sample II. The sample
II exhibits the best parameters at 25 °C on extensibility (13.5 cm) and at softening
temperature (47× 0.1 mm) (Table 3), while using bitumen BND60/70 46–54× 0.1 mm
that makes a difference 47 × 0.1 mm.

Comparison of the data given in Table 3 shows that the present composition has
improved performance, namely, the softening temperature was achieved by “R and B”
method and a needle penetration depth is found to be at 25 °C, that comply with bitumen
BND 60/90 requirements, as well as the extensibility is increased at 25 °C, allowing
the composition to be used under different climatic conditions, while the prototype was
analyzed for only one parameter.

By increasing the percentage of polymer waste from 1.5 to 2,2% in polymer-bitumen
compositions, the amount of fuel oil from 19,4 to 22,1% and rubber crumb from 1.6 to
2.2%, an increase of extensibility from 9 cm to 13,5 cm and accordingly an improvement
in the elasticity of the composition were achieved (Table 3). At the same time, further
increase in the number of added components led to a deterioration in parameters. In
particular, with an increase in the amount of polymer additive in the composition, the
production of a homogeneous bitumen composition is complicated. Table 3 shows that
in this case compositions (sample 3) with extensibility at 25 °C – 3 cm and softening
temperature 43 °C by “R and B” method have been produced. From Table 4 it also
follows that sample 2 (Table 3) of the polymer-bitumen composition was the best among
three samples, where the extensibility at 25 °C reached a maximum value of 13,5 cm,
which, together with the softening temperature indicator, corresponds to the construction
bitumen BND 60/90.

To study the dependencies of the main properties of the composition on the per-
centage of mass components, the equations of multiple and standard regression were
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generated. For this purpose, table of experimental data was first prepared. The percent-
age share of the total mass of the clod (X1), rubber (X2) and bitumen (X3) crumbs were
selected as independent variables. Mass extensibility (Y1), softening temperature (Y2)
and needle penetration depth (Y3) (Table 4) were taken as dependent variables.

Table 4. Planning matrix of experiments

Number of measurements X1 X2 X3 Y1 Y2 Y3

1 1,5 1,6 77,5 9 54 134

2 2,2 2,2 73,5 13,5 47 139

3 8 4 69 10 52,5 75

4 10 3 72,5 13,5 47 139

5 10 4 70 13 43 143

6 12 1,6 76 9 54 105

7 12 2 78,5 7 61,5 134

8 16 8 75,5 5 61 135

Further, according to the known procedure [14, 15], calculations were made on
the generation of regression equations and the determination of equation parameters to
clarify the effect of components on certain properties of the composition. As a result,
the multiple regression equation for mass extensibility was obtained:

Y1 = 62.1785− 0.1255X1 − 0.702X2 − 0.6581X3

and standardization form of regression equation:

y1 = −0.198x1 − 0.475x2 − 0.716x3

Mean square error (MSE) for Y1 is 1.8%.
According to the maximum coefficient β1 =−0.198, we conclude that the X1 factor,

which complies with the clod percentage in the mass, has the greatest effect on the
extensibility of the mass. Polymer structures include straight, radial, cross-linked and
uneven-special fuzzy branching distribution that have a noticeable effect on both the
physical-mechanical-chemical properties of the polymer and the quality of polymer-
bitumen composite materials, including their chemical composition, structure, types of
glutinating and technological features of the production process. This is due to the high
amount of polymers in the polymer-bitumen composition.

Similar equations for the dependence of softening temperature of the mass on the
percentage of constituent components are as follows:

Y2 = −63.3052+ 0.2803X1 + 1.0015X2 + 1.4851X3

y2 = 0.21x1 + 0.322x2 + 0.767x3
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MSE for Y2 is 0.4%.
Maximum coefficient β3 = 0.767 shows that the X3 factor, which corresponds to

the bitumen percentage in the mass, has the greatest effect on softening temperatures.
The asphalt composition with a high molecular weight includes relatively insoluble and
non-volatile compounds and polar molecules with lower molecular weight known as
asphaltenes, as well as low molecular weight compounds called maltenes. Asphaltenes,
which are the main component of asphalt, give hardness, and maltenes provide plasticity
and facilitate adhesion. Maltenes consist mainly of oils (aromatic and saturated) and
resins, which explains the change in the softening temperature of the mass from the
percentage of constituent components of bitumen.

These equations for the dependence of the needle penetration depth on the percentage
of constituent components is as follows:

Y3 = −99.566− 1.2178X1 + 3.3364X2 + 3.0376X3,

y3 = −0.257x1 + 0.302x2 + 0.442x3

MSE for Y3 is 3.5%.
Themaximum coefficient β3 = 0.442 shows that the factor X3 ha the largest effect on

needle penetration, that corresponds to bitumen percentage in themass.When used in the
production process of an oil composite, the polymer swells that enables to be distributed
more evenly in the mass, forming a relatively homogeneous medium. This partially
affects the X3 parameter. As the analysis results of the equations show the addition of
polymers into asphalt binders in polymer-modified asphalt leads to the modification of
some key physical properties, such as elasticity, tensile strength, sensitivity to high and
low temperatures, viscosity, and adhesion and cohesion.

Using neural network [16–18] is defined Y1, Y2 and Y3 (Fig. 1). Fragments of the
obtained results are given in Figs. 2, 3 and 4.

Fig. 1. Structure of the neural network

These parameters help to increase the durability of pavement achieved by reducing
fatigue and thermal cracking, as well as reducing susceptibility to high temperatures
(for example, wear rutting, pushing, rockiness) and increased retention of aggregates in
applications, for example, chip breakers. These indicators constitute a set of mutually
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confirming and mutually exclusive factors for complex systems, capable of aggregating
fuzzy representations, the mechanism of which is closely related to both the quantitative
ratio of components and the technology of their production.

Fig. 2. Mass extensibility (Y1)

Fig. 3. Softening temperature (Y2)

Fig. 4. Penetration depth (Y3)

5 Conclusion

The results are comprised with results of the traditional method regression. All
calculations are made in MATLAB soft.
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For regression method Mean Square Error (MSE) has made: For Y1 1.8%, for Y2
0.4%, for Y3 3.5%. For fuzzy neural network: on Y1 0.45%, on Y2 0.1%, on Y3 0.8%

The received results give the basis to approve, that for today forecasts made by using
of fuzzy recurrent neural networks are more reliable and exact.

Thus, a series of studies found that the addition of polymer waste of the production of
high-pressure polyethylene to bitumen as a modifying additive – clod, along with rubber
crumbs, allows obtaining a bitumen composition with improved quality and complies
with the requirements of GOST 22245-90 for construction bitumen PPB 60/90. In addi-
tion, the possibility of recycling polymer waste of polyethylene production, along with
crumbs of treated tires, helps to reduce the cost of roadways and solve the environmental
problem. By comparing the coefficients of regression equations, we may conclude that
clod percentage in the composition has the greatest effect on mass extensibility, and
their softening and needle penetration temperatures are influenced by the proportion of
bitumen in the mass.

It has been found that polymer-bitumen composition as a set of interacting factors
in a complex system, is capable of aggregating fuzzy representations, the mechanism of
which is closely related both to the quantitative ratios of components and the technology
of their production, considering the dynamics and nature of synergy of these factors.
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Abstract. The decision-making process is the most recognized type of human
intellectual activity, which is presented as a continuous chain of multi-criteria
choices developed and implemented under the influence of numerous factors of a
diverse nature. According to the Bellman-Zadeh principle, decision-making in the
fuzzy environment is a multi-criteria choice of the best alternative that simultane-
ously satisfies fuzzy goals (quality criteria) and fuzzy constraints. In the article,
taking into account the presence of uncertainties of the human factor, each uni-
versity is considered as a humanistic educational system, and the assessment of
the level of its competitiveness and the calculation of the corresponding rating
are presented as a weakly structured problem that has not only quantitative but
also qualitative characteristics. As a weakly structured problem, the comprehen-
sive assessment of the competitiveness of universities requires a multidisciplinary
approach. Therefore, to solve it, methods and models of mathematical statistics,
elements of fuzzy logic, theories of fuzzy sets and neural networks, as well as
hybrid (neuro-fuzzy) systems were used.

Keywords: University · Humanistic system · Multi-criteria choice · Expert
system · Fuzzy set · Neural network · Decision-making

1 Introduction

Zadeh’s non-standard ideas relative to significance and role of linguistic variables in
approximate decision making reflected his new approaches to describing weakly struc-
tured humanistic systems (i.e., implying human participation), providing new opportuni-
ties for their analysis and problem solving in the paradigm of sensible human reasoning.
Owing to the tools of fuzzy logic, it is possible to formalize all kinds of expert verbal
models that implicatively reflect the cause-effect relations between input and output lin-
guistic characteristics. As a result, along with quantitative (metrizable) data, it became
possible to involve qualitative (non-metrizable, weakly structured) categories to the
computational process [1–5].

Now in the world there are a lot of specialists from different fields who actively
apply the fuzzy logic to solve various applied problems. In particular, over the past five
years, we have developed a methodological basis for the system of information and
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analytical support for assessing the competitiveness of universities and calculating their
ratings. The starting point here was that the problem itself is weakly structured, and
each university is presented as the humanistic system. L. Zadeh has always opposed
a tradition that reinforces the growing tendency to analyze humanistic systems as if
they were mechanistic systems described in terms of difference, differential, or integral
equations. In particular, L Zadeh believed that the accurate quantitative analysis has not
a significant practical importance for solving really social, economic and other problems
caused by the active participation of a person.

2 Problem Definition

As a rule, the methods of scoring- analysis suffer from the fact that they do not take
into account the contextual cause-effect relation. In contrast, analytical methods provide
the comparison of alternatives by an index reflecting the total influence of the finite
number of factors {xk}k = 1, n in the form of the corresponding function F = F(x1, x2,
…, xn). However, due to the absence of the sufficient number of necessary statistical data
that form the notion of indicators and evaluation criteria, and the means of formalizing
the preferences of decision-makers, the construction of an adequate econometric model
of type F becomes impossible. Therefore, from the point of view of a multi-criteria
assessment of a humanistic system behavior, it is reasonable to represent a working
model for calculating the university rating in the form of a “black box” with input and
output characteristics in the form of linguistic variables analiz.

3 Comprehensive Assessment of the University Competitiveness

The important step in the development and application of fuzzy logic was reflected in [6],
devoted to decision-making in the fuzzy environment. This work was published in 1970
by L. Zadeh in collaboration with R. Bellman, where authors, in particular, illustrate a
fundamentally new approach using examples of multistep decision-making processes, in
which key goals and/or basic constraints are sets defined in aweakly structured form, i.e.,
they are of a fuzzy nature. Subsequently, this approach began to be called the Bellman-
Zadeh principle in decision-making under uncertainty, or, more specifically, in solving
the problem of multicriteria optimization in the presence of fuzzy information. This
problem is formulated as follows:

min
�x

{f1(�x), f2(�x), ..., fk(�x)}, �x = (x1, x2, ..., xn)
T ∈ S,

where f k :Rn →R (k≥2) is the objective functions that describe the criteria of satisfaction
and, as a rule, mutually contradict each other; S is a nonempty domain.

According to the Bellman-Zadeh principle, decision-making in a fuzzy environment
is a multi-criteria choice of the best alternative that simultaneously satisfies fuzzy goals
(quality criteria) and fuzzy constraints (Fig. 1). In this case, no distinction is made
between purpose and limits. If there is such a difference, then it is conditional.

As weakly structured problem the comprehensive assessment of the university com-
petitiveness is required a multidisciplinary approach. Therefore, to solve it, we used
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Fig. 1. Illustration of decision-making according to the Bellman-Zadeh principle

methods and models of mathematical statistics, tools and elements of fuzzy logic, fuzzy
set theories and neural networks, as well as hybrid (neuro-fuzzy) systems. Based on the
results of our research, nine articles and one monograph were published.

In 2015, to estimate the marketing space of educational services and the university’s
competitive position in the labor market, the appropriate models were proposed, devel-
oped based on the application of fuzzy inference [7]. In the context of this study, a fuzzy
approach to the formation of the flexible and universal system for assessing the com-
petitiveness of universities has proposed. In the same year, the leading Russian journal
“Control Science” (Moscow) published the article [8], where it was proposed themethod
for assessing the competitiveness of universities with their subsequent ranking, based
on the application of fuzzy inference system. Here, the analysis of the competitiveness
of universities includes multi-criteria assessments of the marketing environment and the
competitive position of universities in the educational services market. Thus, the mar-
keting environment of universities was assessed according to 13 indicators: x1 – state
support, x2 – competition of applicants, x3 – connection with secondary schools, x4
– popularization by media structures, x5 – the condition of the national economy, x6
– socio-demographic situation, x7 – socio-cultural position of society, x8 – political and
legal support of society, x9 – target orientation of the university, x10 – applied educa-
tion technology, x11 – organizational structure of the university, x12 – the level of the
teaching staff, x13 – the number of competing universities. The competitive positions
of university specialties have estimated by two indicators: y1 – the market share of the
university in given specialty, y2 – the rate of growth of the market share of the university
in given specialty. In both cases, to describe the qualitative evaluation criteria (as terms
of linguistic variables xi (i = 1 ÷ 13) and yj (j = 1, 2)) by appropriate fuzzy sets Ã, the
following Gaussian membership function was used:

μÃ(u) = exp[−(u − u0)
2/σ 2] (1)

where u is the indicator of the university for the current position; u0 is the average
value of the indicators of all universities for the current position; σ is the mean-square
deviation.

Value judgements relative to the marketing environment and the competitive posi-
tion of universities were constructed in the form of terms of output linguistic variables
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described by the corresponding fuzzy subsets of the discrete universe J = {0, 0.1, 0.2,
…, 1}. In particular, ∀j∈J such terms are: F = favorable, μF(j) = j; MF = more
than favorable,μMF(j)= j(1/2);VF =very favorable,μVF(j)= j2;P= perfect,

μP(j) =
{
1, if j = 1,
0, if j < 1; UF = UNFAVORABLE, μUF (j) = 1 − j.

Approbation of this approach was carried out on the example of five hypothetical
universities uk (k = 1 ÷ 5). As a result, the sought general functional solution, for
example, regarding the assessment of the marketing environment of universities, looks
like the following matrix

where each row is the essence of the values of the membership function μEi(j), i =
1 ÷ 5; j = 0, 0.1, 0.2, …, 1, which restore the corresponding fuzzy sets, reflecting the
fuzzy conclusions relative to the assessment of the marketing space of the corresponding
universities.
To defuzzify the fuzzy evaluative conclusions Ei, the following formula had used:

F(Ei) = 1

αmax

∫ αmax

0
M (Eiα)dα, i = 1 ÷ 5, (2)

where Eiα is the α-level set (α∈[0, 1]) defined as Eα = {j|μEi(i) ≥ α, j∈I}; αmax is
maximum value on Eiα;M (Eiα) = (1/n)

∑n
k=1 xk is the cardinal number of the set Eiα .

In 2016, to aggregate the estimates of key indicators of universities according to the
QS version an alternative approach was proposed based on the application of the fuzzy
inference [9]. The world universities ranked in the first ten places from the list according
to the QSWUR version were selected as the evaluated alternatives. Based on the results
of the calculations, the ranking of the top universities was obtained, which is somewhat
different from the QS WUR version, based on the weighted aggregated assessment of
key indicators.

A year later, to assess and subsequent rank of universities relative to the quality of
the provided educational services two approaches were applied: statistical, implying the
weighted estimates of key indicators, and verbal, implying the application of the fuzzy
inference system [10, 11]. Based on the results of using these methods to estimating
the arbitrarily chosen universities as hypothetical alternatives, similar aggregate results
(ratings) and the corresponding two ranking methods were obtained. It was noted that in
the case of covering the larger number of universities, for example, as in the case of the
QS WUR methodology, the quality of fuzzification of evaluation criteria significantly
improves and, as a result, the accuracy of the desired estimates increases.
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In 2017, in the German publisher “Palmarium Academic Publishing” published the
book “Fuzzy methodology for multi-criteria ranking of universities” [12], which out-
lines fuzzy methods for multi-criteria choice of alternatives under uncertainty, as well
as new approaches to solving problems associated with comprehensive assessment of
educational services, ranking of universities and optimization of their organizational
structures.

In the next 2018-th and 2019-th years, the fuzzy methods for multi-criteria assess-
ment of alternatives were considered under insufficient information [13, 14]. To provide
analytical support of the decision-making process, new approaches to the compilation
of heuristic knowledge were formulated by adequately conversion the external represen-
tation of information relative to weighted integral estimates of alternatives obtained by
expert judgements into the adequate internal representations by neural network based
fuzzy inference system.

Finally, in 2019, it was proposed a methodology for constructively assessing the
effectiveness of universities’ activities using the variety of criteria adjusted for regional
specifics [15]. Given set consists of 18 criteria and is divided into three sections –
according to the key indicators: “Potential”, “Activity and quality of education”, and
“International recognition”. Some of them are calculated as the proportion of objects or
results of the university’s activities of a certain quality relative to their total number or
volume. Other indicators are purely qualitative in nature, such as attractiveness among
applicants and/or reputation among employers. The number of indicators is calculated
according to various schemes, such as the level of university participation in international
programs. The rest are absolute measurement values. The proposed methodology takes
into account the fact that various indicators of universities’ performance have different
weights in determining their ranking, and their priorities should change depending on
the specifics of the university, its size, age, and the number of other characteristics.
As a result of such analysis, the ranking of universities is carried out, but also the
mechanism of its progressive development is planned. Based on these considerations,
within the framework of this methodology, the approach to the multi-criteria assessment
of educational services and the ranking of universities were proposed, based on the joint
use of expert judgements and neural network modeling.

A preliminary expert analysis of the relative influence of factors reflecting the quality
of educational services included: 1) selection of influences; 2) identification of general-
izedweights for the selected factors, based on their relative influence; 3) formation of key
indicators of educational services and, accordingly, weighted total indices as university
ratings.

To establish the rank estimates of the factors xki (i = 1 ÷ n), experts are involved,
who are invited to rank the variables xki according to the following principle: the most
important is to be indexed with the number “1”, the next, less important, with the number
“2” and then in descending order of expert preference. The obtained rank scores are
summed and evaluated for consistency. To determine the degree of consistency of expert
opinions relative to the priority xki, the following Kendall’s concordance coefficient is
used, which demonstrates the multiple rank correlation of expert opinions:

W = 12 · S/
[
m2

(
n3 − n

)]
, (3)
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where m is the number of involved experts; n is the number of influences; S is the
deviation of expert opinions from the mean value of the ranking of the influences xi (i
= 1 ÷ n), which is calculated as:

S =
n∑

i=1

m∑
j=1

[
rij − m(n + 1)

2

]2
, (4)

where rij∈{1, 2, …, n} is the rank of the i-th influence, established by the j-th expert.
At the preliminary stage of the independent questionnaire, each of the involved

experts is also invited to set the values of the normalized estimates of the generalized
weights of xki in the form αij. Further, the group estimates of the influences and the
degree of competence of the experts are calculated. To calculate the average value αi

over the i-th group of normalized estimates of generalized weights of xki, the following
equality is applied:

αi(t + 1) =
m∑
j=1

wj(t)αij, (5)

where wj(t) is a coefficient characterizing the degree of competence of the j-th expert (j
= 1 ÷ m) at time t. As can be seen from (5), the process of finding the group estimates
of the normalized values of the generalized weights of the influences is iterative and
completes under condition

max {|αi(t + 1) − αi(t)|} ≤ e, (6)

where ε is the permissible accuracy of calculations.
Competence indicators of experts wj(t) (j = 1 ÷ m) at time t are calculated based on

the following equalities:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

wj(t) = 1

η(t)

n∑
i=1

αi(t) · αij (j = 1, m−1),

wm(t) = 1 −
m−1∑
j=1

wj(t),
m∑
j=1

wj(t) = 1.

(7)

where wj(t) is the indicator of the j-th expert’s competence in the t-th approximation,
and η(t) is the normalizing factor calculated by the formula:

η(t) =
n∑

i=1

m∑
j=1

αi(t)αij. (8)

The knowledge obtained on the basis of expert conclusions, as external represen-
tations of the weighted total assessments of universities, are compiled into effective
internal representations of them in the logical basis of a three-layer feedforward neural
network inducing output signals as follows [15]:

zj =
m∑

p=1

cpϕ[
r∑

i=1

wpixij − θp] (j = 1 ÷ 50), (9)
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where r is the number of components of the input vector; m is the number of nonlinear
neurons in the “hidden” layer, selected by the user during the simulation by trial and
error; wpi and cp are the weights of the input and output connections, respectively; θp is
the threshold of the p-th nonlinear neuron from the “hidden” layer; ϕ(·) is the activation
function of the nonlinear neuron from the “hidden” layer, for example, sigmoidal type
ϕ(t) = 1/(1 + e−t).

4 Conclusion

The main message of L. Zadeh, directed to the entire scientific community, is that in
humanistic systems, reasoning and decision-making are based not only onmeasurements
(quantitative assessments), but also on linguistic assessments. Owing to fuzzy logic
technology, it is possible to involve both quantitative and qualitative characteristics in
the computational process.

The comprehensive indicator of the quality of educational services at the university
reflects a very wide range of heterogeneous parameters characterizing the degree of
compliance of educational programs, material and technical support of the educational
process, scientific and methodological base, staff, etc. According to J. von Neumann,
the desire to obtain an adequate model for assessment of the weakly structured system,
which is undoubtedly the educational process at a university, loses its meaning, since
model complexity becomes commensurate with the complexity of the process itself.
Obviously, the use of such model cannot allow a relatively simple and clear interpre-
tation of the mechanism of the educational process, use of any formal procedures for
studying its characteristics and synthesizing a control system for it. Moreover, for the
educational process, as a complex, open and dynamically developing system, the princi-
ple of incompatibility of L. Zadeh [3] is applicable, according to which it is impossible
to obtain accurate and at the same time practical judgments about its current and future
states. Therefore, many rating agencies carry out a statistical calculation of key indica-
tors of the quality of educational services by weighted summation of their components
with pre-selected weights. To identify these weights, expert systems are used, where the
heuristic knowledge of specialized specialists is the main resource.
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Abstract. The article is devoted to the control measures of the tax authority
against the cases of tax reduction that occur during the fulfillment of the tax liability
of the economic entity and the mechanism for detecting tax evasion. On this basis,
in the assessment of quantitative and qualitative indicators, using themethodology
of fuzzy logic IF–THEN, it is possible to increase the declared income only by
increasing the fines without paying attention to the usefulness of the collection,
or by increasing the usefulness of the collection without changing the fines. The
article assumed that declared profitability, specific weight of the collected tax and
the specific weight of income remaining at the disposal of a taxpayer were taken
as fuzzy variables. However, the analysis shows that profitability differs both by
fields and by taxpayers operating in each field. Therefore, the declared profitability
factor and the penalty for its concealment should be treated differently.

Keywords: Shadow economy · Economic crime · Utility function · Fuzzy
model · Fuzzy approach

1 Introduction

The shadow economy is one of the main determinants of crime in the field of economic
activity, especially itsmore organizedmanifestation forms.Therefore, ensuring the effec-
tive struggle against the “shadow economy” is considered one of the main directions
of state policy of the Republic of Azerbaijan. Reforms carried out in this area in recent
years, complex institutional measures have significantly reduced the characteristics of
the “shadow economy”, in particular, its widespread informal employment, conducting
bookkeeping by double-entry. However, due to the large potential of the “shadow econo-
my”, the effective struggle against it remains its significance in terms of increasing state
budget revenues [1].
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The phenomenon of shadow economy is one of the problems forthcoming in modern
economics, which requires scientific estimation and practical solutions. Analysis of the
emergence process of this problem and review of existing scientific research shows that
one of the main reasons affecting its emergence is related to the gaps in tax policy, inade-
quacy of tax legislation to economic policy, inadequate stimulation of entrepreneurship,
etc.

The fuzzymodel of the interaction between the two components of economic system
as an economic entity in the example of the state and taxpayer in the form of a tax
authority, the process of shadow economy emergence in this economic relationship
and reducing its specific weight was proposed [2]. The article assumed that declared
profitability, specific weight of the collected tax and the specific weight of income
remaining at the disposal of a taxpayer were taken as fuzzy variables. However, the
analysis shows that profitability differs both by fields and by taxpayers operating in each
field. Therefore, the declared profitability factor and the penalty for its concealment
should be treated differently.

2 The Mechanism of Joint Action of Tax Authority and Economic
Entity

One of the main tasks of the tax authority, which represents the state and communi-
cates directly with economic entities within the powers granted to it by legislation, by
controlling their timely and full fulfillment of tax obligations, is to prevent tax evasion.
Here, the state control function consists of cameral, mobile and operational inspections.
As it is seen, the state (tax authority) and economic entity operate in a two-tier hier-
archical relationship in the process of fulfilling the tax liability [3]. At the same time,
state and economic entities involved in this relationship are characterized by certain, and
sometimes significant, differences in corporate goals.

Each of them tries to get some benefit as a result of their activities. If in this case
the profit of the state is expressed by the amount of tax mobilized to the state budget,
the profit of the economic entity is expressed by the amount of income remaining at its
disposal after fulfillment of the tax obligation [4].

On the other hand, if we consider that the state is socially responsible to the economic
entity for the sustainability of its activities, then the second component of the state profit
will appear, which is reflected in the income remaining at the disposal of the economic
entity.

At the same time, the economic entity has a two-component utility function. In
addition to trying to keep the income at its disposal for its social security, the economic
entity should make appropriate allocations to the state budget in accordance with its
corporate responsibility and legislation [5].

Thus, both of them have utility function, which depends on the disposable income
and taxes paid to the state budget. In [6], A.B. Kostin calls the income remaining at the
disposal of the economic entity as its consumption, and assumes that the utility function
for both entities is Cobb-Douglas shaped. Note that in this study, we will also use this
hypothesis.
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At the same time, the state should also take control measures on the accuracy of the
taxation base of the economic entity, the existence risk of shadow economy, and so on.
As it is seen, it is very important to take into account numerous economic and social
indicators in the process of studying the relationship between the state and economic
entities. Here, the emergence of shadow economy and the study of the relationship of
its measurement with other economic indicators is no exception.

3 The Utility Function of the State

The utility function of the state is written as follows:

Y1 = A ∗ ∨α ∗ Cβ → maxr0 (1)

Where,
Y1 – is the overall utility function of the state;
∨ – is tax revenue;
A – positive constant
C – is income remaining at the disposal of the economic entity;
r0 – is the level of profitability declared by the economic entity;
α, β – accordingly, is the measure of the contribution of the tax mobilized to the state

budget and the income remaining at the disposal of the economic entity and acting as a
guarantee for its consumption to the total utility.

It is obvious that the income to the state budget is expressed in the tax calculated
from the incomedetermined in accordancewith the declared profitability of the economic
entity with the application of the tax rate fixed by the tax legislation:

V = G ∗ u ∗ r0 (2)

Where,
G – is the value of the assets declared by the economic entity;
G ∗ r0 – is the income declared by the economic entity;
u – is the tax rate.
The income (consumption) remaining at the disposal of the economic entity C will

be calculated as follows:

C = (1 − u) ∗ G ∗ r0 + G ∗ (r − r0) (3)

Where,
r – is real profitability;
r − r0 – is profitability kept in the shadow;
G ∗ (r − r0) – is the income remaining in the shadow.
As it is seen, the income remaining at the disposal of an economic entity consists of

two parts:
(1 − u) ∗ G ∗ r0 – is income remaining after payment of tax calculated on declared

income;
G ∗ (r − r0) – is income hidden in full.
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Thus, the logarithmic line of the utility function of the state can be

ln Y1 = ln A + α ln V + β ln C (4)

or

D = ln A + α ln(G ∗ u ∗ r0) + β ln[(1 − u) ∗ G ∗ r0 + G ∗ (r − r0)] (5)

Where, D = ln Y1.

In this case, if we indicate the forecast task on tax revenues by P, then we can write
the mathematical model of the state in the example of the tax authority as follows:

D = ln A + βln[G(1 − u)r0 + G(r − r0)] + α ln Gur0 → max (6)

Gur0 + Gu(r − r0)(1 − k) ≥ P; (7)

0 ≤ r0 ≤ r;α, β, u ∈ (0, 1); α + β = 1; α, β, k ≥ 0 (8)

Where, k – is the income remaining in the shadow (penalty for tax evasion).
The constraint indicates that the conditionally economically collected tax cannot be

less than the tax forecast task. (8) indicates the necessary constraint conditions.

4 Utility Function of the Economic Entity

The utility function of the economic entity is also Cobb-Douglas function shaped:

Y2 = B ∗ Vα ∗ Cβ → maxr0

Where,
Y2 – is utility function of the economic entity;
V – is the amount of tax paid by the economic entity;
C – is income remaining at the disposal of the economic entity.
α, β – accordingly, is the measure of the contribution of the tax mobilized to the state

budget and the income remaining at the disposal of the economic entity and acting as a
guarantee for its consumption to the total utility.

The tax paid by the economic entity to the state budget will be expressed as the tax
calculated from the income determined in accordance with its declared profitability with
the application of the tax rate fixed by the tax legislation:

V = G ∗ u ∗ r0 (9)

The income (consumption) remaining at the disposal of the economic entity C will
be calculated as follows:

C = (1 − u) ∗ G ∗ r0 + G ∗ (r − r0) ∗ (1 − k) (10)
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Where,
k – is the penalty imposed by the state for the economic entity tending to remain in

the shadow (the cost remaining in the shadow).
Thus, the logarithmic line of the utility function of the economic entity will be

ln Y2 = ln B + α ln V + β ln C (11)

or

S = B + α ln(G ∗ u ∗ r0) + β ln[(1 − u) ∗ G ∗ r0 + G ∗ (r − r0) ∗ (1 − k)] (12)

Where, S = ln Y2.
In this case, if we indicate the tax potential of the taxpayer by VP, then we can write

the mathematical model of the economic entity as follows:

S = β ln[G(1 − u)r0 + G(r − r0)(1 − k)] + α ln Gur0 → max (13)

Gur0 + G u(r − r0)(1 − k) ≤ VP; (14)

0 ≤ r0 ≤ r; α, β, u ∈ (0, 1); α + β = 1; α, β, k ≥ 0 (15)

Here, (14) the constraint indicates that the conditionally economically the tax col-
lected from the economic entity cannot be more than its tax potential. (15) indicates the
necessary constraint conditions.

It should be noted that since the economic entity tends to remain in the shadow, its
contribution to the total utility α, β varies depending on cost k remaining in the shadow.

5 Construction of IF–THEN Fuzzy Model

At the initial stage, as mentioned above, the economic entity declares a certain part (r0)
of its real profitability (r) and appropriates the remaining part (r – r0). r is known to the
tax authority at the level of the average value of the area to which the economic entity
belongs. Therefore, in order to eliminate this uncertainty in the report of the economic
entity, the tax authority will determine penalty of k1 if r0 ∈ (

r01,r02
)
and if r0 ∈ (r02, r03)

it determines penalty of k2, and if r0 ∈ (r03, r), it determines penalty of k3 and informs
the economic entity about it. In this case, it is obvious that k1 > k2 > k3. The economic
entity declares a newgreater value of r0 in order not to lose its income, taking into account
the applied penalty, and so on. Let’s consider profitability r0 of economic activity acting
as a governing factor, cost k remaining in the shadow, contribution of taxes and income
to the total utility and evaluation of α, β with IF-THEN fuzzy approach [7, 8]. For this,
based on the tax potential of the economic entity, taking into account the conditions
(8) and (15) and accepting β = k and α = 1 − β for simplicity, we shall present fuzzy
approach for the selection of appropriate k:

– fuzzify k and r0 using the existing fuzzy methods;
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Fig. 1. In case of K = {0.1; …; 1} the change of D at different valuables of β

– determine the values of k and α with 3 linguistic quantities: “weak”, “medium”,
“strong”

– also express the values of r0 with three linguistic quantities in each interval(
r01,r02,

)
, (r02, r03) and (r03, r):

“low”, “medium”, “upper”
According to these linguistic variables, we canwrite IF-THEN conditions as follows:
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IF k = “weak” and α = “strong” Then r0 = “upper”
IF k = “medium” and α = “medium” Then r0 = “medium”
IF k = “weak” and α = “strong” Then r0 = “upper”
IF k = “strong” and α = “weak” Then r0 = “low”
The fragment of the calculations of the proposed model and fuzzy approach on the

sample will be as follows:
Initial data: For example, G = 4000$, P = 150$, VP = 500$, u = 0.2, r =

0.33, rmin = 0.21, k = 0.2
The increase in the value of the utility function of the state depending on the increase

in profitability declared by the economic entity is shown in the graph below (see Fig. 1;
Fig. 2a and b):

Fig. 2. (a) The change of S, where KK = 0.1 and β = 0.4 so that S∈[6.08;6.122]. (b) The change
of S in case of K = {0.1; 0.3; 0.5; 0.7 and 0.9} and β = 0.4. Note: In Fig. 2a and b The
line represents the change in S at K = 0.1 and β = 0.4, the difference in convexity in the visual
appearance of the graphs is due to the difference in scale on the ordinate axis.

6 Conclusion

– Shadow economy usually exists in areas where the tax burden is high, the state puts
great pressure on business, and business transactions are possible to be realized;

– The obtained results show that the proposed instrumentation reflects the process of
shadow economy emergence quite realistically;

– It is possible to increase the declared profitability (income) only by increasing the
penalties, regardless of the utility of the collection;

– Declared profitability (income) can also be increased by increasing the profitability
of the collection without changing the penalties;

– When analyzing these graphs, it is easy to observe that as the value of k penalty
increases, the tendency of an economic entity to come out of the shadow increases;
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– As the value of the declared profitability r0 approaches the real profitability r, tax
revenues to the state budget increase (Fig. 1.);

– The economic entity is obliged to declare to the state a higher value of r0 in order not
to reduce the value of the utility function (Fig. 2);

– At a certain value of shadow penalty k, the value of r0 significantly approaches the
real profitability r;

– As the value of k penalty increases, the shadow income decreases significantly.
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Optimal Regimes of Cooling Processes of Plastic
Details

Djahid A. Kerimov(B)

Azerbaijan State Oil and Industry University, Azadlig 34, Baku, Azerbaijan

Abstract. The article studies the maximum difference in thermic voltages and
volumetric deformation. In order to determine the functional dependence of the
temperature drop on temperature stresses and volumetric deformations, the rate
of change in the temperature drop is taken into account. In this paper, we consider
finding the optimal mode for the sizes of plastic details often used in mechanical
engineering. At the same time, we discuss some issues of fuzzy modeling of the
considered dependence.

Keywords: Plastic details · Cooling regime · Thermic voltages · Volumetric
deformation · Cylinder radius · Temperature drop

1 Introduction

For plastic details the cooling regime is a decisive factor [1] and the selection of their
optimal values, ensuring theminimization of temperature voltages and volumetric defor-
mation, preventing cracking of details, becomes a very important task [2–5]. In the work
“Analytical determination of the quality indicator of plastic parts” in this book [5], we
discussed issues of fuzzy modeling of dependence of plastic parts quality on its influ-
ential factors. In this article, we consider fuzzy modeling of the functional dependence
of the temperature drop on temperature stresses and volumetric deformations. The max-
imum difference in thermic voltages and volumetric deformation is determined by the
following formulas:

σ rr − σθθ = 1 + μ
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where R1, R2 are radii of the inner and outer surfaces of the hollow cylinder, α1, α2 and
α3 are heat transfer coefficients. The other notations are explained in [5]. As information
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on the values of the mentioned variables is often imprecise, we consider that values of
R1, R2, α1, α2 and α3, h are described by fuzzy numbers. Indeed, the imprecision of
α1, α2, α3 and λ is conditioned by the fact that thermal conductivity and heat transfer
depends significantly on composition of material (plastic details). In turn, information
on composition is, as a rule, imprecise. So, fuzzy version of formulas (1)–(2) may be
considered in terms of the extension principle [13].

For a complete study of the temperature drop on the cylindrical surfaces of the plastic
parts, it is necessary to pay attention to the following circumstances, i.e. if the radius
of the cylinder is sufficiently small, it is necessary to study the rate of the temperature
drop. This is due to the fact that at small dimensions of the radius of the cylinder, the
angle between the tangents, i.e. the angle between the tangential components of rates the
temperature drop will be large enough. Therefore, in order to accurately determine the
functional dependence of the temperature drop on temperature voltages and volumetric
deformations, it is necessary to take into account the rate of change in the temperature
drop.

The temperature drop fully characterizes thermic voltages and volumetric defor-
mation. Further, if the radius of the cylinder is large enough, then the difference in
temperature drop is infinitely small. Therefore, to study thermic voltages and volumetric
deformation at sufficiently large values of the cylinder radius, it is necessary to introduce
weight functions.

2 Investigation of the Temperature Drop on the Cylindrical
Surfaces of Plastic Details

Based on these considerations, for the study of thermic voltages and volumetric defor-
mation, the size range of details (cylinder radius) is divided into an interval. For this
interval, the task of optimal choice of the criterion Bi1 (cooling gime), minimizing
thermic voltages, is considered.

In this regard, we will consider finding the optimal regime for the sizes of plastic
details often used in mechanical engineering.

For this interval, the problem of finding the optimal cooling regime
(
Bi1

)
is consid-

ered, at which the function (rate of thermic voltages) has the following form [3, 4]:

J1 =
∫ R2

R1

{
∂

∂r
[σ rr − σθθ ]

}2

dr, (3)

and the stationary value (rate of change of volumetric deformation)

J2 =
∫ R2

R1

{
∂

∂r
[σ rr + σθθ + σ zz]

}2

dr (4)

takes a minimum value. In order to consider imprecise information, the fuzzy form of (3)
and (4) can be dealt with as fuzzy integrals by using the methods proposed in [6–13].

The functions J1 and J2 practically mean the full square of the rate of the differ-
ence between thermic voltages and volumetric deformation, on a segment [R1,R2],
respectively.
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Taking this into account in formulas (3) and (4), we transform the expression of the
function J1 and J2 into a more convenient form:

σ rr − σθθ = β0�Tin · A
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Taking into account thermic voltages J1 and J2 volumetric deformation, we will
obtain [1, 5, 6]
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Since ω does not depend on Bi1 [6, 7], then.

dJ2
dBi1

=

⎧⎪⎨
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)2 · R2
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⎫⎪⎬
⎪⎭ = 0,

where a fuzzy form of derivative may be considered in a generalized settings formulated
in [10, 13]. The expression of this condition requires the fulfillment of the following
equality
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Hence
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Consequently, when solving (12), the function J2 takes on an extreme value.
Equation (12) has a solution
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since R2 > R1, then D = π2
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1 � 0, therefore, Eq. (11) has a actual

solution. Then it can be easily shown that
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Consequently, at Bi1 = B2
i1

←, the function J2 takes on its smallest value.
Thus, the optimal regime B∗

i1
for the first range of cylinder radius sizes is determined

as follows:
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In this case, the minimum value of the function J2 is determined by the formula:
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Now we transform ω into a convenient form for calculation:

cos dr

cosdr

cosdr

In what follows, we introduce the notations. After these designations, the function
J2 is represented as:
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(16)

3 Discussion and Conclusions

Thus, the minimum value of the volumetric deformation of a particular cylinder size
depending on time is determined by formula (16).

Similarly, the limit value of the square of the rate of the difference in thermic voltages
in the interval [R1,R2] for any value of the height of the cylinder and for any value of
time is determined.

Hence, from J2min and [J1] the expressions we can get

[J1] = ω′

ω
J2min (17)
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Formula (17) characterizes the dependence of J2min and [J1]. In the future, it is pos-
sible to determine the total amount of deformation and, as a result, the total deformation
of details must be used when calculating the strength of parts in production conditions.

Let us note, that a shift from classical description of the considered process to fuzzy
representation requires delicate consideration of a lot of aspects. Namely, types of fuzzy
derivatives [12, 14], approaches to numerical solutions of FDE and fuzzy equations [9,
21] etc. An important issue is reducing computational complexity when dealing with
fuzzy models.
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Abstract. A range of methods are exploited to study human capacity (capacity of
social groups, social systems). This article proposes a completely new approach.
Already widely known to the scientific community, the Science of Ahangyol pro-
posed by the author helps to define such an approach. According to Ahangyol,
there are ways of collecting information when determining the capacity of a per-
son, which is regarded as a “cosmo-bio-psycho-socio” being. At the same time,
scientific analysis is carried out to determine each factor more accurately. Accord-
ing to specific indicators, it is possible to determine ways of selecting the more
important influential factors from the collected information. These selected indi-
cators can play an important role in developing recommendations for the future
success of new hires or existing staff. It can be useful in studying, forecasting and
managing social processes.

Keywords: Human capacity · Personnel selection · Fuzzy evaluation ·
Information reliability · Science of Ahangyol · Social management

1 Introduction

It is commonly known that the capacity of every being, including human being, plays a
very important role in its activity. Depending on the environment, this capacity develops
andmanifests itself in different forms. Therefore, it is highly important from the scientific
point of view to define the capacity of social systems, social groups and individuals in
a more detailed and accurate manner. Various studies are currently conducted on this
issue in the fields of philosophy, sociology, psychology, economics, management, etc.
[1]. Issues of studying human capacity are also in the UN spotlight and are examined
in its annual human development reports. The theoretical research of the well-known
Indian scientist, Nobel Laureate Amartia Sen [2] in this field are widely known to the
scientific community.

Scientific theories and methods based on fuzzy logic can help deepen this research.
For example, we can mention the important works by L. Zadeh and R. Aliev, which have
extensively attracted the attention of the scientific community [3]. Given that only a small
part of human capacity is realized, these research results can significantly help identify
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ways of removing restrictions and expanding opportunities. Although the application of
the results obtained is considered more relevant for economic systems, it is also highly
important for all other systems.

As many well-known scientists have pointed out, the more we learn about man
and his/her capacity, the better we understand the world. This information provides an
important impetus to the development of science in general [4]. The Science ofAhangyol
[5] proposed by the author can contribute a great deal to research in this area. The Science
of Ahangyol argues that it is important to look at man not only as a “bio-social” or “bio-
psycho-social” being, but also as a “cosmo-bio-psycho-socio” one. It is logically clear
that man is also a “cosmic” being. It should be noted that the concept of a “cosmic” being
generally implies a being that is connected to the universe in various ways. It is known
that the functions as a hierarchical system. There is hardly any doubt that the various
processes taking place in space (such as magnetic vortices, the approach of planets, solar
eclipses, etc.) affect the processes taking place in the human body. Even doctors often
issue warnings about that.

Thus, a human being can be viewed as a being that exists and operates under the
influence of four important factors:

H(c, b, p, s) (1)

c – cosmic factor; b – biological factor; p – psychological factor; s - social factor. Clearly,
the lower limit of the influence of this factor is greater than zero. Because if there is a
human being, he/she definitely has a cosmic connection. Therefore, c is always >0. To
determine the upper limit of the influence of this factor is beyond the intellectual capacity
of man. According to the definition of “infinity” in the Science of Ahangyol, we should
mark the upper limit as ∞. Therefore, (0 < c < ∞), where c is different for everyone.
In other words, different people have different levels of cosmic connection. Also, one
and the same person has different levels of connection at different times. Everyone feels
at dawn that their cosmic connections are very active. To put it in the vernacular, people
feel that their “brain works well”, “they have a peace of mind”, “they are more inspired”,
“more enthusiastic”, etc. Under these circumstances, the hierarchical systems in which
man exists provide them with more energy and their connection with the spheres of the
universe that affect them becomes stronger.

Let’s clarify the concept of c – “cosmic connection” inmore detail. As we know from
philosophy, all beings in the world are interconnected. There are certain similarities in
the existence of all beings. These similarities can be found even between humans and
society, animals, birds, insects and plants. If this is the case, then shouldn’t there by a
similarity between man and the universe? All organs and glands of the human body are
closely connected with a certain area of the brain. The sensory wires of this connection
can be observed in the hands, feet and other parts of the body. Therefore, if we see
the universe as an organism, we can think that there is an area in it that performs the
function of the brain. Again, if we recall the principle of the existence and functioning
of the human body, then we can say that every being on earth is closely connected with
the part of the universe that performs the function of the brain. It is the influence of
different parts that leads to the formation of certain characteristics in a person. Various
beings and living things emerge under the influence of a world that performs this brain
function.
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The “spirit” factor, studied at the categorical level in the Science of Ahangyol, plays
an important part in the formation of human being’s cosmic relations.When a person has
been in the mother’s womb for about four months, the spiritual essence that enters the
body from the universe plays an important part in the formation of that person’s cosmic
relations, their later life and activity.

The fact that every person has different abilities is also due to the nature of these
cosmic connections. Let’s formulate the question first. Why do people have different
abilities? Imagine an area several hectares large. In this area, in close proximity to each
other, there can be both clear drinking water and water rich in oil, iodine, sulfur, different
muds andminerals. Let me note that there is such an area in Zykh settlement near the city
of Baku, for example. Why are there fluids of different composition in such a close area?
Science responds immediately. There are different horizons in the lower layers of the soil
in that area, and each of the wells drilled there connects to different horizons. The same
applies to man. If we imagine that each person represents a horizon, we can compare
the fluid flowing from the well to that person’s ability. The nature of the relationship
with various layers of the universe plays the key role in the formation and emergence
of human abilities. Of course, the “bio”, “psycho” and “socio” factors of a person also
have an important influence on the formation of this ability.

Thus, the “cosmic” factor has a serious impact on the determination of human capac-
ity, and it is absolutely necessary to take this factor into account when studying the
capacity of any person. Obviously, information about this factor cannot be obtained only
through the four-factor traditional measurement (nominal, regulated, interval, quantita-
tive). To do this, there is a need for a new scale proposed in the Science of Ahangyol,
which is based on the principles of harmony and fuzzy evaluation. The c-factor can only
be studied and taken into account with the aid of fuzzy evaluation. With the help of
rational knowledge about the c-factor, it is also possible to identify non-rational factors.

There is no need to dwell on the “bio”, “psycho” and “socio” (b, p, s) factors due to
the availability of relatively detailed information about them in scientific literature.

H (c, b, p, s) – we can proceed in the following sequence to study human potential
using Ahangyol methods. It is clear from the previous explanations that along with being
different for different people, each of the c, b, p, s factors is also different at different
times. Therefore, when we study the capacity of a person, these factors may represent a
combination of different levels in the following Capacity levels matrix.

c1, c2.......... cα
b1, b2.......... bβ
p1, p2.......... pμ
s1, s2.......... s£

(2)

Each line of this matrix represents different levels of c, b, p, s factors. α, β, μ, £ is
the number of levels the researcher can engage. We mentioned above that c varies in
the (0 < c < ∞) interval. In other words, each person’s cosmic connections can be at
different levels at different times. However, the researcher’s ability as a human being
is limited. Let’s say that we can take it up to α level. The same applies to the levels of
other factors. Each line in Matrix 2 can be calculated and taken into account only with
the help of fuzzy evaluation.
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Different combinations of elements of this matrix may be the focus in each specific
situation. If we are interested in a scientist’s or a specialist’s work on a research project
during the week, then we will need to use this matrix with high precision. Let’s suppose
that a group of people has been asked to perform an important task in three days and
three hours. Then the capacity of each of these individuals separately and of the group as
a whole can be analyzed using Matrix 2. Depending on the nature of each task, different
lines in this matrix may be more relevant.

The capacity in each person can vary as follows:
Cab – capacity by abilities. Everyone has a certain level of capacity by their abilities.

They can have the abilities of a mathematician, singer, builder, etc.: ab1, ab2……….
abχ. Here ab1 represents different areas of ability. c- “cosmic” factors play an important
role in the formation of capacity by abilities. The other three factors also play a role in
the formation and development of this capacity. There is also the capacity of the person
according to their occupation: C occ- capacity by occupation. A person’s education,
work experience, working environment and other factors have a significant impact on
the formation of this capacity. S-“socio” factors play a greater role here. However, as
mentioned earlier, other factors also play a role in the formation and development of
this capacity. If a person’s occupation is aligned with their abilities and objectives, the
capacity of this person gradually increases. The more a person is in harmony with their
abilities, themore their capacity is revealed. Such capacity is likely to increase. The lower
the degree of harmony, the lower the probability that the capacity may be revealed. The
harmony of Cab and Cocc create the total human capacity Ct – the total capacity. Cab
and Cocc can seriously affect each other.

There is another issue that needs to be addressed. An activity that may not seem to fit
a person’s abilities at first glance can sometimes help to develop that ability. Examples
of this include great Azerbaijani thinkers such as A. Bakikhanov, M. Akhundov and a
number of writers and scientists who, despite being military officers, produced serious
philosophical and artistic works. If they had worked in the field of their specialization
from the beginning, they would probably have become ordinary specialists. However,
the knowledge they had gained in their field of work helped them show their talents
even more. This depends on how much a person enjoys doing what they do. The more
a person enjoys the field in which they are engaged, the more their capacity is revealed.
Therefore, although the field in which a person is engaged does not seem to correspond
to their capacity at first glance, the degree to which they are in harmony with it plays an
important role. Therefore, the issue of analyzing and measuring the degree of harmony
can be the object of scientific research.

The degree of harmony of any being with another being may be different. Let’s
take two strings on a musical instrument, for example. They can be tuned “to harmony
with each other”. Harmony can be “slightly disturbed”, “noticeably disturbed”, “very
disturbed”, and there can be “no harmony at all”. Or, on a social level, let’s take two
people – a couple or business partners. Their characters may be: 1) completely harmo-
nious. In this case, they inspire each other, and their joint life and activities increase
the capacity of both; 2) there is a slight discrepancy. In this case, there may be some
tensions between these people. 3) There is some incompatibility. In this case, there may
be frequent conflicts, etc. The lower the degree of harmony, the less likely people are to
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continue working together. With the help of the “degree of harmony” proposed by the
Science of Ahangyol, it is possible to determine the level of harmony in the coexistence
and activity of different beings.

Now let’s look at the issue of personnel selection. Let’s imagine that a company
needs to identify a person capable of working in a certain position and succeeding. In
this case, it is necessary to pay attention to the following issues: 1) Company goals; 2)
The extent to which the company is currently performing its functions. To what extent
the company’s performance is in order; 3) Responsibilities of the person to be selected;
4) The degree of importance of the lines and elements of Matrix 2 for this task; 5) What
is the main area of the person’s abilities – Cab; 6) The capacity of this person in this
occupation – Cocc. 7) The degree of importance of the person’s capacity in this area;
prospects for developing or hampering Cocc.

Considering Matrix 2, we can say that when studying the capacity of an individual
(social group, social system), we should first consider the existence of the following
entropies:

1. H1 – entropy for “cosmo” relations
2. H2 – entropy for “bio” characteristics
3. H3 – entropy for “psycho” characteristics
4. H4 – entropy for “socio” characteristics
5. H5 – entropy for general capacity.

Data should be collected for each of these five directions, for specific indicators – g1,
g2 – on the basis of available equipment and methodologies. This information may be
measured both using the known scales and other methods (scale of harmony proposed
in the Science of Ahangyol, etc.).

Then, on the basis of the methods proposed by R. Aliyev (1), the degree of reliability
of data collected should be determined. The next step requires studying the nature of
interaction between collected data and data ratios. Then, using the Gc graph built on
the basis of these ratios, we can determine which indicators are “more relevant”, “more
central” in the determination of a person’s capacity. Then, we should check how aligned
these “relevant indicators” are with the task set for the person (social group, social
system). If this capacity is adequate for the fulfillment of the task, this person may be
appointed to this position. Otherwise, not. If a person is appointed to the position, then
we should determine the direction in which “relevant indicators” should developed for a
more successful future. Each of these may only succeed if there is strong mathematical
assurance.

2 Final Provisions

It would be useful to use the Science ofAhangyol proposed by the author to determine the
capacity of a person (social group, social system). To do this, we should consider humans
as a “cosmo-bio-psycho-socio” being and collect data on these directions. This informa-
tion may range in the interval of 0, ∞. Each of “cosmo”, “bio”, “psycho” and “socio”
factorsmay have different values for different humans at different times. Therefore, there



620 A. Gashamoglu

appears a need to use only the methods of Fuzzy Evaluation in this issue. It should also
be noted that studying of each of these factors in greater detail requires a new scientific
approach. The Science of Ahangyol may be of great help in this [5]. After checking the
reliability of the data collected through special equipment and scientific methods, the
study of mutual relationships between them enables the determination of “more relevant
indicators” in ascertaining the capacity of a specific person (social group, social system).
This, in its turn, allows the opportunity to determine how useful this employee may be
for a specific position. It may also contribute to the determination of how apt a person
serving in this position is. It is also helpful in developing recommendations for a more
successful activity of this person in the future.
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Abstract. In the modern world, there are many questions concerning the pre-
diction of indicators related to the financial market. A model that can accurately
predict the direction of market movement is currently very valuable and relevant.
This paper presents a linear regression model for predicting the Dow Jones finan-
cial index in the stock market. The key issue in the work of the stock market is the
prediction of periods of increase (growth) or decrease of the index function for a
certain period of time. Models that can predict the direction of market movement
with high accuracy can be built using the statistical theory of machine learning. To
implement the predictive model, the initial data from open platforms were taken.
Future values are predicted based on the obtained statistical data. In this paper,
a predictive model is implemented to predict the closing price of the Dow Jones
index on the stock market, using a linear regression model.

Keywords: Modeling · Fuzzy sets · Soft computing · Cloud technology ·
Fuzzification · Defuzzification

1 Introduction

Dow Jones index is one of the most famous and oldest indexes among the American
market indexes [1]. Its task is to track the development of the industrial component of
the American stock markets. The index covers the 30 largest US companies. Among
them are: Microsoft Corp., Apple Inc., Coca-Cola Co.

2 Materials and Methods

The data is taken from the open platforms Quandl and AlphaVantage, which provide
access to more than 9 million free datasets [3].

Figure 1 shows the data that the Dow Jones data set contains:
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Fig. 1. Data on the Dow Jones index

During each trading day (Monday - Friday), the share price changes and is recorded
in real time. Five values show the price change in one day and are the key trading
indicators:

1. Date: Date;
2. Open: Opening price;
3. Close: Closing price;
4. High: the highest price;
5. Low: lowest price;
6. Volume: The total number of shares sold before the market closes.

When creating a model, we will rely on the method described in [6].
Let’s list the signs used in predicting the closing price of the Dow Jones index:

• opening price;
• opening price for the previous day;
• closing price for the previous day;
• the highest price for the previous day;
• lowest price for the previous day;
• sales volume for the previous day;

– average closing price for the previous five days;
– average closing price for the previous month;
– average closing price for the previous year;
– the ratio between the average price for the previous week and the previous month;
– the ratio between the average price for the previous week and for the previous year;
– the ratio between the average price for the previous month and for the previous
year;
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– average volume for the previous five days;
– average volume for the previous month;
– average volume for the previous year;
– the ratio between the average volume for the previousweek and the previousmonth;
– the ratio between the average volume for the previous week and for the previous
year;

– the ratio between the average volume for the previous month and for the previous
year;

– standard deviation of the closing price for the previous five days;
– standard deviation of the closing price for the previous month;
– standard deviation of the closing price for the previous year;
– the ratio between the standard deviation of prices for the previous week and for the
previous month;

– the ratio between the standard deviation of prices for the previous week and for the
previous year;

– the ratio between the standard deviation of prices for the previous month and the
previous year;

– standard deviation of volumes for the previous five days;
– standard deviation of volumes for the previous month;
– standard deviation of volumes for the previous year;
– the ratio between the standard deviation of volumes for the previous week and for
the previous month;

– the ratio between the standard deviation of volumes for the previous week and for
the previous year;

– the ratio between the standard deviation of volumes for the previous month and for
the previous year;

• total return of the previous day;
• total return of the previous week;
• total return of the previous month;
• total return of the previous year;

– moving average of the total return for the previous week;
– moving average of the total return for the previous month;
– the moving average of the total return for the previous year.

To predict the closing prices of the Dow Jones index on the transformed data, we use
the standard SGDRegressor function from the sklearn library. To select the parameters,
use the GridSearchCV function.

The result is shown in Fig. 2.
MSE: 50415.891
Accuracy on the training set: 0.96
Accuracy on the test set: 0.92.
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To compare the performance of SGDRegressor, we use RandomForestRegressor and
SVR. To select the function parameters, use GridSearchCV.

SGDRegressor {'alpha': 3e-05, 'eta 0': 0.03}: 

MSE: 29876.811 

Accuracy on the training set: 1.00 

Accuracy on the test set: 0.89 

RandomForestRegressor {'max_depth': 50, 'min_samples_split': 10}: 

MSE: 46358.319 

Correctness on the training set: 1.00 

Accuracy on the test set: 0.85 

SVR {'C': 10000, 'epsilon': 0.0001}: 

MSE: 26895.198 

Accuracy on the training set: 1.00 

Accuracy on the test set: 0.91  

Fig. 2. Price comparison

Thus, the accuracy of the SGDRegressor method is lower than the SVR, but higher
than the accuracy of the RandomForestRegressor method.

To increase the accuracy of the prediction of our model, we will check whether our
data is stationary, since non-stationary data can lead to a deterioration in the regression.

A stationary time series is a time series whose statistical properties, such as mean,
variance, and autocorrelation, are constant over time.

To check for stationarity, we use the extended Dickey-Fuller Test (ADF). ADF is
a type of statistical test that determines whether a single root is present in time series
data. Consider two hypotheses: the null hypothesis, H0: if it failed to reject, then there
is a chance that the time series is non-stationary; the alternative hypothesis, H1: if H0 is
rejected, then the time series is stationary.
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Fig. 3. Comparison of 3 methods with the true value

To accept or reject the null hypothesis, it is customary to use the test. When this is
used, the following critical p-value is used:

p > 0.05: H0 cannot be rejected, so the data has a unit root and is non-stationary;
p≤ 0.05: we reject H0, therefore, the data does not have a unit root and is stationary.
Calculate the moving average and standard deviation in the variables df_mount and

df_sdt, respectively, with a window period of one year.

df_settle = df[' Close'].resample('MS').ffill().dropna() 

df_rolling = df_settle.rolling(12) 

df_mean = df_rolling.mean() 

df_std = df_rolling.std().

We will plot the moving average relative to the original time series (Fig. 4) and the
moving standard deviation separately (Fig. 3). We will plot the moving average relative
to the original time series (Fig. 4) and the moving standard deviation separately (Fig. 4).
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Fig. 4. Moving average chart

Fig. 5. Moving standard deviation chart

Figure 5 shows a graph of the movement of the standard deviation.
Using the statsmodels module, we perform an ADF test for our dataset using the

adfuller() method.
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from statsmodels.tsa.stattools import adfuller 

result = adfuller(df_settle) 

print('ADF statistic: ', result[0]) 

print('p-value:', result[1]) 

critical_values = result[4] 

for key, value in critical_values.items(): 

print('Critical value (%s): %.3f' % (key, value)) 

Получаем следующие значения:

ADF statistic:  0.21558996270503175 

p-value: 0.9731225564902721 

Critical value (1%): -3.459 

Critical value (5%): -2.874 

Critical value (10%): -2.574 

The statistical p-value of the ADF test is greater than 0.05. Thus, it is impossible to
reject H0 about the existence of a unit root, hence the data is non-stationary.

The non-stationarity of the time series is affected by the trend or seasonality. In order
to make a series stationary, you need to eliminate the trend and seasonality. To do this,
use the followingmethods: detrending, differentiation, and decomposition. The obtained
stationary data are suitable for statistical forecasting.

Let’s detrend it. Detrending-the process of removing a trend line from non-stationary
data (Fig. 6).

Fig. 6. Detrending result

Note that the mean and standard deviation do not have a long-term trend.
After running the ADF test, we get.
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ADF statistic: −14.198292224311526
p-value: 0.00000
Critical value (1%): −3.459
Critical value (5%): −2.874
Critical value (10%): −2.573
p-value for this data is less than 0.05.

Thus, it is possible to reject H0, hence the data is stationary.
We predict the future value based on the obtained statistical data using the autore-

gressive integrated moving average (ARIMA) method. ARIMA is a prediction model
for stationary time series based on linear regression.

The search for parameters for our model will be performed using the “grid search”,
also known as the hyperparameter optimization method [4]. Let’s adjust the ARIMA
model using the SARIMAX () function of the statsmodels module. At each iteration, the
function returns an object of the Meresults class that contains the aic attribute to return
the AIC value. The model with the lowest AIC value gives us the most suitable model
that defines our parameters p, d, and q.

3 Results

The model of the seasonal component ARIMA (0, 1, 1, 12) will give us the lowest value
of AIC - 3289.336. We will plot prices starting from 2008 (Fig. 7):

Fig. 7. The result of the Dow Jones price forecast

ARIMA (1, 1, 1) RMSE Error: 366.8729197
ARIMA (1, 1, 1) MSE Error: 134595.7392
MSE: 125080.536
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The solid line shows the observed values, while the dashed lines show five-year
moving forecasts. As the forecast for the next five months moves into the future, the
confidence interval expands to reflect the loss of confidence in the forecast.

Thus, a predictive model is implemented to predict the closing price of the Dow
Jones index on the stock market.
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Abstract. An important task facing education is to present fundamentally new
requirements for the training of teaching staff. Flexible, individually oriented
teaching and training should be a modern instructor who can provide the nec-
essary competencies for innovative development and develop the creative abili-
ties of students. The study aims to determine the proficiency of English teachers
competencies who will teach English based on students’ perceptions. The survey
method was used in the research. According to the result obtained from the data
collected with the questionnaire, the proficiency of the instructors working at the
university, who gave English lessons with the distance education method during
the pandemic period, was generally determined as good. In addition, students see
the teaching staff’s knowledge and application skills of English Teaching tech-
niques as good. Students also consider the proficiency of the instructors to monitor
and evaluate the learning progress in the teaching of English as a foreign language
as very good. In addition, the students said that the proficiency of the instructors
in the process of teaching English as a foreign language in terms of program and
content knowledge competencies is very good.

Keywords: English teaching · Foreign language · Foreign language teaching ·
Teacher competence

1 Introduction

Man, who has been interacting with his environment for centuries, is a social being. He
tried to meet the need to convey his feelings, thoughts, and dreams through speaking
and writing and wanted them to be understood through listening and reading. Thus, the
phenomenon called communication has emerged, and the necessity of communicating
with the people around has emerged for the individual to survive [1]. All skill areas that
make up the language are interrelated and can only develop in unity with each other. The
primary responsibility of English teaching is to develop students’ four basic language
skills in a planned manner with a scientific understanding and to gain the sensitivity and
habit of using our language correctly and consciously [2]. Fulfilling this responsibility
is possible by maintaining the English language teaching, which starts from the first
grade of primary school and lasts until the end of the education stages, effectively and
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efficiently. There is a strong interaction between mother tongue education and foreign
language teaching. It is not possible for individuals whose mother tongue skills are not
developed to be successful in foreign language teaching [3]. It is necessary to understand
what the mother tongue is before understanding what the foreign language is [4]. It is
possible to say that teachers have similar problems regarding the acquisition of four
basic language skills in both mother tongue education and foreign language teaching.

It is a reality accepted by everyone that students who take foreign language courses
starting from primary education and taking foreign language courses during higher edu-
cation experience serious problems despite the efforts tomake innovationswith the effect
of different education policies implemented in Turkey over time [5]. The difficulties
experienced in foreign language education in Turkey are due to more fundamental fac-
tors such as language policies and approaches to language teaching, as well as crowded
classrooms, inadequate physical conditions, and dilemmas regarding qualified teacher
training. In reality, the situation is aggravated by a large number of students and the
mistakes made in language policies and contemporary language teaching approaches.
Undoubtedly, the mass of teachers, who are directly affected by the decisions taken but
are not directly or extensively involved in the decision-making processes on foreign
language education, but are responsible for all in-class arrangements, represent a group
that has difficulty in finding a place in this flow [6].

An education that ignores social and individual needs is doomed to fail [7]. Meeting
these needs can be through improvement in education; Improvement in education can
only be achieved by training better trainers. Because success in education cannot increase
without equipped trainers [8]. Effective use of these competencies training by teachers
and students in the field of foreign language education may result in a more successful
educational process. Despite the competence of a student who acquires 21st-century
skills, the expectations above the perceptions of a good teacher and a good education
system are also changed [9]. For this purpose, 21st-century skills training should be given
to teachers. Teacher competencies should be defined and results that can be associated
with 21st-century skills should be produced. Due to the changing educational trends and
the diversity of the society-individual, the Ministry of National Education determined
fourteen teacher qualifications in 2002 and formed a teacher training strategy accord-
ingly [10]. Self-efficacy perceptions of teachers Kanadlı [11] who have various ideas
about whether they can do their jobs successfully, teachers’ determination in the face of
difficulties, it is one of the factors that affect success in education, as it can affect the
efforts made within the scope of the determined goals and general education process
[12]. Aktaş [13] summarized the importance of researching the subject in the context
of Turkey by linking the difficulties of foreign language education in Turkey to teach-
ers’ perception of language competencies, students’ interests and motivations, teaching
methods, learning environment, and used materials. For these reasons, examining the
personal and professional self-efficacy concepts of teachers in the 21st century, looking
at the differences in self-efficacy perceptions between different groups within the pro-
fession will enable us to understand the targeted social and individual progress, and to
understand the current position in the process and the success of the process in achiev-
ing these goals. In this way, necessary arrangements for the healthy functioning of the
process and planning for the future will be possible [14]. The purpose of this research
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is to determine the proficiency of English teacher competencies who will teach students
based on students’ perceptions.

2 Research Method

In this research, which is in the type of descriptive research, the survey method was
used. According to Büyüköztürk [15], survey studies aiming to describe a past or present
situation as it exists and conducted on larger samples than other studies are known as
survey studies. The surveymethod was used in this study because it reveals what the said
event or situation is, what is wanted to be done, and solutions, and since the proficiency
of the instructor’s competencies who will teach English will be determined based on
students’ perceptions.

2.1 Participants

For the research, the participants of this research consist of 79 Dental Faculty students
studying in the field of health of a private university serving in Northern Cyprus. After
obtaining the necessary ethical permission and approval from the university due to the
Pandemic, the students were informed about the questionnaire form via e-mails, and
they were asked to fill it out with the Google Form tool. The average time to fill out the
questionnaire is 20 min on average.

2.2 Data Collection Tool

As a data collection tool in the research, the questionnaire form “The competencies of
instructors who will teach Turkish to foreigners according to students’ perceptions” was
used by adapting it and developed by Yıldız and Tepeli [16]. Only four parts of the
developed questionnaire were used in this study. The questionnaire form was developed
to determine the proficiency of the instructors who will teach/teach Turkish to foreigners
according to student perceptions. In this study, the words “Turkish” were changed to
“English” in the entire questionnaire form. Thus, in the questionnaire, there are ques-
tionnaire items regarding the proficiency of the instructors who will teach/teach English
according to student perceptions. The questionnaire form consists of 36 items. Due to
the change made in the questionnaire, the questionnaire form was evaluated in terms of
content validity by 3 field experts. Necessary corrections were made as a result of the
evaluation of the items by experts. In this study, the Cronbach Alpha reliability coeffi-
cient for 36 items of the questionnaire was found to be 0.95. Büyüköztürk, Böke, and
Köklü [17] state that if the reliability coefficient is between 0.70–1.00, the reliability
is good. The result obtained showed that the consistency of the questionnaire for the
application was high. Thus, the questionnaire was adapted to the English language by
the researchers.

The questionnaire items were created in a 5-point Likert type and the degree of
agreement of the people to the items; It is classified as “Do not agree at all”, “Do not
agree”, “Partially agree”, “Agree” and “Completely agree”.
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2.3 Data Analysis

After the application of the questionnaire, the obtained data were subjected to statisti-
cal processing in a computer environment using SPSS 24 program; In this context, the
frequency and percentage values of the data were calculated. In addition, to make a gen-
eral judgment, the mean and standard deviation values are also calculated. The findings
obtained at the end of these processes were interpreted together to ensure clarity.

2.4 Results

In this part of the research, the findings as a result of the analysis of the data obtained
from the survey are included.

Considering the data on the “Effects of Teacher Competencies on Students in
Teaching English as a Foreign Language” dimension, more than half of the students
(more than 60%) said to “He/she knows English as a foreign language teaching meth-
ods/or foreign language teaching methods” (32.9% Completely agree and 45.6% agree;
X = 4.03, Sd = .933), “He/she is proficient in the field of grammar, He/she is advanced
inCommunication skills” (X = 4.27, Sd = .635), “He/she is advanced inWriting skills”
(X = 3.96, Sd = .912), ““He/she has advanced Verbal skills” (X = 4.11, Sd = .906),
“He/she is advanced in Reading-comprehension skills” (X = 4.19, Sd = 0.863),
“He/she is advanced in Listening-comprehension skills” (X = 4.13, Sd = .790),
“He/she has a rich vocabulary” (X = 4.11, Sd = .816), “He/she should have knowledge
and values on scientific, legal and ethical requirements related to the teaching profession
required by the age and laws” (X = 4.29, Sd = .865). However, students are more
likely about the teaching staff are less agree on “He/she has a good command of litera-
ture knowledge and theories, children’s literature, world literature and folk literature in
order to benefit in the field of teaching English to foreigners” data compared to other
data (X = 3.43, Sd = 1.034).

Considering the data belonging to the “English Teaching Techniques, Knowledge
and Practical Skills” dimension, the students stated that they agreed with the English
teaching techniques knowledge and application skills for the instructors. In other words,
students see the teaching staff’s knowledge and application skills of English teaching
techniques as good (3.40 < X < 4.20).

Considering the data for the “Competencies for Monitoring and Assessing Learning
Development in the Process of Teaching English as a Foreign Language” dimension, the
students answered “Agree” for the dimension of ability to monitor and evaluate learning
development in the processes of teaching English as a foreign language for instructors.
In other words, the students see the proficiency of the instructors in monitoring and
evaluating the learning development in English as a foreign language teaching process
as very good (X > 4.20).

Considering the data belonging to the “Competencies on Program and Content
Knowledge” dimension, the students answered “Agree” and “Completely agree” for
the dimension of competencies regarding program and content information in the pro-
cesses of teaching English as a foreign language for instructors. In other words, the
students see the proficiency of the instructors in teaching English as a foreign language
in terms of curriculum and content knowledge as very good (3.40 < X < 5).
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2.5 Discussion

Considering the findings of the effect of teacher proficiency in teaching English as a
foreign language on students, more than half of the students stated that the proficiency
of the instructors is good or very good. Thus, we can say that the competencies desired
by the students are found in the instructors. However, the students also stated that they
expect more from the instructors to have a command in the fields of literature knowledge
and theories, children’s literature, world literature, and folk literature to benefit from in
the field of teachingEnglish to foreigners. Similarly, in the study conducted byYıldız and
Tepeli [16], similar findings were obtained in terms of the effect of teacher competencies
on students in teaching Turkish as a foreign language.

Students consider teaching staff to be good in English Teaching Techniques, Knowl-
edge and Practical Skills. Other studies show that students in the university preparatory
program have moderate levels of English self-efficacy beliefs and that their self-efficacy
beliefs are not at the desired level. Students do not consider themselves very competent
in learning the English language. They do not have a high level of determination and
determination to learn English [18]. In this regard, the competence of the instructors
is important. In other words, if the instructors have good knowledge and application
skills of English Teaching techniques, it will also increase the self-efficacy beliefs of the
students.

Students answered “Agree” for Competencies for Monitoring and Assessing Learn-
ing Development in the Process of Teaching English as a Foreign Language dimension.
In other words, the students see the proficiency of the instructors in monitoring and
evaluating the learning development in English as a foreign language teaching process
as very good.

Students consider Competencies on Program and Content Knowledge of instructors
to be very good in teaching English as a foreign language. Similarly, Yıldız and Tepeli
[16] revealed in their research that foreign students have a high expectation from teachers
to have the ability to prepare Turkish teaching programs for foreigners. Considering
the results that the expectations from the teachers are generally high in the fields of
proficiency in curriculum and content knowledge, it is stated that the instructors working
in the field of teaching Turkish to foreigners are expected to have a good command of the
program dimension. Bayır and Yeşil [19] stated in their research that students experience
some teacher-related difficulties in the foreign language learning process.

3 Conclusion and Recommendations

As a result of the research, more than half of the students stated the proficiency of the
instructors in terms of teaching English as good or very good. In addition, students see
the teaching staff’s knowledge and application skills of English Teaching techniques as
good. The students also consider the proficiency of the instructors tomonitor and evaluate
the learning progress in the teaching of English as a foreign language as very good. In
addition, the students said that the proficiency of the instructors regarding the program
and content knowledge in the processes of teaching English as a foreign language is very
good. For the instructors to teach the English language, both their knowledge of the field
and their knowledge of new teaching techniques will provide significant advantages for
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the learners and they will learn the English language better by creating self-confidence
in the students.
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18. İlbeği, A.S., Çeliköz, M.: An investigation of English self-efficacy beliefs of university
students attending English preparatory program. IBAD J. Soc. Sci. 8, 14–34 (2020)

19. Bayır, M., Yeşil, R.: The levels of university students to experience foreign language learning
difficulties. MANAS J. Soc. Res. 9(3), 1479–1493 (2020). https://dergipark.org.tr/en/pub/
mjss/issue/56124/595584

https://doi.org/10.5539/ies.v12n4p118
https://dergipark.org.tr/en/pub/kuey/issue/10364/126866
http://yunus.hacettepe.edu.tr/~%2520sadi/yayin/Seferoglu_Ogretmen_Yeterlikleri_BAAE_2004-58.pdf
https://doi.org/10.1016/j.ijer.2007.02.006
https://doi.org/10.3102/00346543068002202
https://dergipark.org.tr/en/pub/hunefd/issue/7791/101927
https://dergipark.org.tr/en/pub/mjss/issue/56124/595584


On a View of Decision Making Under
Z-information

Akif V. Alizadeh(B)

Department of Electronics and Automation, Azerbaijan State Oil and Industry University,
20 Azadlig Avenue, Baku AZ1010, Azerbaijan

a.alizadeh@asoiu.edu.az

Abstract. In this paper we investigate multi-attribute decision making problem,
where the attribute values and weight are described by Z-numbers. The proposed
approach is based on the concepts of positive ideal and negative ideal solutions
and distance between Z-valued vectors. Final decision alternative is selected on
basis of a degree to the positive ideal solution. A numerical example on multi-
attribute decision making for Web Services selection is given to illustrate the
solution processes of the suggested approach.
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1 Introduction

Reliability of information is a very important aspect in decision making. The Z-number
concept was proposed by Zadeh [1] as a new way to treat uncertainty and reliabil-
ity of information. Z-number Z = (A,B), is composed of two parts, the first one is a
restriction on a value of random variable, and the second part is the reliability of informa-
tion. Compared with the classical fuzzy number, Z-number has more ability to describe
knowledge of human. Aliev et al. [2] initiated study of the basic arithmetic operations
of Z-numbers. Further, its application is evident in different fields of research such as
multicriteria decision making problems [3, 5–8], linear programming problem [7] and
other.

The concept of Z-numbers captures the fuzziness of information better than type-1
and interval type-2 fuzzy sets. In this paper, we explain the relation between Z-numbers,
type-2 and type-1 fuzzy sets. Real-world problems usually are characterized by bimodal
information and complexity. But this is not taken into account in existing works on the
multi-attribute decision making (MADM) problems. The use of one or another MADM
theory depends mainly on decision making situations. Unfortunately, there are scarce
works on MADM with Z-information in existence. In this paper, a new approach to
multi-attribute decision analysis using the Z-number concept is proposed.

The rest of the paper is structured as fallows. In Sect. 2, some prerequisite material
on Z-numbers is presented. In Sect. 3, the statement of the problem and the suggested
approach to MADM with Z-information is described. In Sect. 4 an application of the
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suggested approach to a real-world investment problem is illustrated. Finally, conclusions
are given Sect. 5.

2 Preliminaries

Definition 1. A discrete Z-number [1, 2]. A discrete Z-number is an ordered pair Z =
(A,B) where A is a discrete fuzzy number playing a role of a fuzzy constraint on values
of a random variable X : X is A. Is a discrete fuzzy number with a membership function
µB : {b1, . . . , bn} → [0, 1], {b1, . . . , bn} ⊂ [0, 1], playing a role of a fuzzy constraint

on the probability measure of A: P(A) =
n∑

i=1
µA(xi)p(xi) is B.

Definition 2. Square of a discrete Z-number. Let us now consider computation of ZY =
Z2
X = Zsqr(ZX ). Let Z

+
X = (AX ,RX ) where RX is represented as

pX = pX (x1)\x1 + pX (x2)\x2 + . . . + pX (xn)\xn.

Then the square of discrete Z+-number Z+
Y is determined as follows:

Z+
Y = (AY , RY ),

where AY = A2
X and RY is a discrete probability distribution defined as follows:

pY = pY (y1)\y1 + pY (y2)\y2 + . . . + pY (ym)\ym (1)

such that

yr = x2k and pY (yr) =
∑

yr=x2

pX (x), r = 1, . . . ,m. (2)

Next,we computeµpX (pX ,l) = µBX

(
n∑

k=1
µAX (xk)pX ,l(xk)

)

.Nowwe realize that the

fuzzy set of probability distributions pX with membership function µpX (pX ,l) naturally
induces the fuzzy set of probability distributions pY ,l with the membership function
defined as µpY

(pY ,l) = µpX (pX ,l), subject to (1)–(2).
Next, we should compute probability measure of AY given pY . Finally, given a fuzzy

restriction on pY described by the membership function µpY , we construct a fuzzy set
BY with the membership function µBY defined as follows:

µBY (bY ,l) = sup(µpY (pY ,l))

subject to

bY ,l =
∑

k

pY ,l(xk)µAY (xk).

As a result, Z2 = Zsqr(Z) is obtained as Z2 = (AY ,BY ).
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Definition 3. Square Root of a discrete Z-number.

Let us consider computation of ZY = √
ZX = Zsqrt(ZX ). Let Z

+
X and ZX be the

same as Definition 3. Then the discrete Z+-number Z+
Y is determined as follows:

Z+
Y = (AY , RY ),

Where AY = √
AX ,

√
AX and RY is represented by a discrete probability distribution

pRY = pRY (y1)\y1 + pRY (y2)\y2 + . . . . pRY (yn)\yn, (3)

such that

yk = √
xk and pRY (yk) = pRX (xk), (4)

Then we construct µpX (pX ,l) = µBX

(
n∑

k=1
µAX (xk)pX ,l(xk)

)

and recall that

µpY
(pY ,l) = µpX (pX ,l),

subject to (3)–(4).
Next, we compute probability measure of AY and, given the membership function

µpY ,we construct a fuzzy set BY analogously to that we did in Definition 2. As a result,√
Z = Zsqrt(Z) is obtained as

√
Z = (AY ,BY ).

Definition 4. Absolute value of Z-number is defined as

|Z| = Zabs(Z) = Zsqrt(Zsqr(Z)) =
√
Z2.

Definition 5. A distance between Z-numbers. The Z-distance between Z-numbers Z1 =
(A1,B1) and Z2 = (A2,B2) is defined as

Zd(Z1,Z2) = Zabs(Z1 − Z2). (5)

Procedure Conversion Z-number to crisp number:

Step 1. Conversion Z-number to type-2 fuzzy number. Suppose that the Z-number
Z = (A,B) is given. The probability distributions connecting A and B are represented
by the matrix p = (pij).

Here, the index i corresponds to the index i of the elements xi in the possibility
and probability distributions µA : {x1, . . . , xm} → [0, 1], {x1, . . . , xm} ⊂ X , pX =
pX (x1)\x1 +pX (x2)\x2 + . . .+pX (xm)\xm, and the index j corresponds to the index j of
the elements bj in the membership function µB : {b1, . . . , bn} → [0, 1], {b1, . . . , bn} ⊂
[0, 1].

For a defuzzified value b∗ of B and a probability distribution of p:,j corresponding

to bj, a membership function µj(xi) is found so that bj =
m∑

i=1
µj(xi)pj(xi).

The µj(xi) level membership functions constructed in this way can be considered as
a type-2 fuzzy description of a given Z-number.
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Step 2. Conversion of type-2 fuzzy number to type-1 fuzzy number. By defuzzifying
the type-2 µj(xi) membership function with respect to the levels corresponding to each
xi, we obtain type-1 fuzzy numbers.

Step 3. Conversion of type-1 fuzzy number to crisp number (defuzzification). Using
one of the defuzzificationmethods, type-1 fuzzy numbers are converted to crisp numbers.

3 Statement of the Problem and a Solution Method

Assume thatA = {A1,A2, ...,An} is a set of alternatives and C = {C1,C2, ...,Cm} is a
set of attributes. Every attribute Cj , j = 1,m is characterized by weightWj assigned by
expert or decision maker. As we deal with Z-information valued decision environment,
characteristics of alternative Ai , i = 1, n on attributes Cj

(
j = 1,m

)
is described by

the form

Ai = {
(Z(Ai1,Bi1),Z(Ai2,Bi2), ...,Z(Aij,Bij),Z(Aim,Bim)

}
(6)

where Z(Aij,Bij) is evaluation of an alternativeAi with respect to attribute Cj. Values of
attributes and weights of attributes are usually derived from decision maker or experts
and are with partial reliability. In this case, the weightsWj , i = 1,m are represented as

Wj =
{
Z(Aw

j ,B
w
j )

}
, j = 1,m, (7)

where Aw
j is value of weight of j-th is attribute, Bw

j is reliability of this value.
Hence, we can represent decision matrix Dnm as (Table 1):

Table 1. Decision matrix Dnm

C1 C2 · · · Cm

A1 [Z(A11,B11)] [Z(A12,B12)] · · · [Z(A1m,B1m)]

A2 [Z(A21,B21)] [Z(A22,B22)] · · · [Z(A2m,B2m)]

...
...

...
...

...

An [Z(An1,Bn1)] [Z(An2,Bn2)] · · · [Z(Anm,Bnm)]

The common approach in MADM is the use of the utility theories. This approach
leads to transformation of a vector-valued alternative to a scalar-valued quantity. This
transformation leads to loss of information. It is related to restrictive assumptions on
preferences underlying utility models. In human decision it is not needed to use artificial
transformation.

In this case we will use the concept of positive and negative ideal point in multi-
attribute decision making. We present a positive ideal Z-point for attributes as

Aid
p =

(
Z
(
Aid
p1,B

id
p1

)
,Z

(
Aid
p2,B

id
p2

)
, ..., Z

(
Aid
pm,B

id
pm

))
. (8)
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A negative ideal point will be described as

Aid
N =

(
Z
(
Aid
N1
,Bid

N1

)
,Z

(
Aid
N2
,Bid

N2

)
, ..., Z

(
Aid
Nm

,Bid
Nm

))
(9)

Solving of the stated decision-making problem, i.e. the process of choice of the best
alternative among A = {A1,A2, ...,An} consist of the following steps:

1. Weighted distance dip i-th alternative and positive ideal solution (8) is defined by
(5).

2. Weighted distance diN between i-th alternative and negative ideal solution (9) is
defined by (5).

3. Degree of membership ri, i = 1, n, of each alternative belonging to the positive
ideal solution is calculated by using (7):

ri = diN
diN + dip

(10)

4. Convert ri, i = 1, n to crisp number by using procedure described in Sect. 2.
5. Finally, decision alternative is selected as max(ri) , i = 1, n

4 An Example

We consider multi-attribute decision making for Web services selection problem [4].
Today awide variety of services are offered that can satisfy quality of services for agents.
The options, i.e., web services, are A1, A2, … A8. An agent has to make a decision
taking into account 5 attributesC1 (cost),C2 (time),C3 (reliability),C4 (availability),C5
(repetition). In this case all 8 alternatives are evaluated under 5 attributes by Z-numbers.
Components of these Z-numbers are presented by triangular fuzzy numbers. The initial
and normalized decision matrix are shown in Tables 2 and 3.

Table 2. Decision matrix

C1 C2 C3

A1 (0.45 0.5 0.55)(0.5 0.6 0.7) (0.441 0.49 0.539)(0.5 0.6 0.7) (0.621 0.69 0.759)(0.5 0.6 0.7)

A2 (0.126 0.14 0.154)(0.5 0.6 0.7) (0.531 0.59 0.649)(0.5 0.6 0.7) (0.423 0.47 0.517)(0.5 0.6 0.7)

A3 (0.225 0.25 0.275)(0.5 0.6 0.7) (0.711 0.79 0.869)(0.7 0.8 0.9) (0.27 0.3 0.33)(0.5 0.6 0.7)

A4 (0.612 0.68 0.748)(0.5 0.6 0.7) (0.603 0.67 0.737)(0.5 0.6 0.7) (0.378 0.42 0.462)(0.5 0.6 0.7)

A5 (0.333 0.37 0.407)(0.5 0.6 0.7) (0.225 0.25 0.275)(0.5 0.6 0.7) (0.522 0.58 0.638)(0.5 0.6 0.7)

A6 (0.432 0.48 0.528)(0.5 0.6 0.7) (0.549 0.61 0.671)(0.5 0.6 0.7) (0.621 0.69 0.759)(0.5 0.6 0.7)

A7 (0.738 0.82 0.902)(0.7 0.8 0.9) (0.324 0.36 0.396)(0.5 0.6 0.7) (0.522 0.58 0.638)(0.5 0.6 0.7)

A8 (0.531 0.59 0.649)(0.5 0.6 0.7) (0.378 0.42 0.462)(0.5 0.6 0.7) (0.648 0.72 0.792)(0.7 0.8 0.9)



On a View of Decision Making Under Z-information 641

Table 3. Decision matrix

C4 C5

A1 (0.702 0.78 0.858)(0.5 0.6 0.7) (0.126 0.14 0.154)(0.5 0.6 0.7)

A2 (0.585 0.65 0.715)(0.5 0.6 0.7) (0.828 0.92 1.012)(0.7 0.8 0.9)

A3 (0.747 0.83 0.913)(0.7 0.8 0.9) (0.576 0.64 0.704)(0.5 0.6 0.7)

A4 (0.405 0.45 0.495)(0.5 0.6 0.7) (0.342 0.38 0.418)(0.5 0.6 0.7)

A5 (0.351 0.39 0.429)(0.5 0.6 0.7) (0.243 0.27 0.297)(0.5 0.6 0.7)

A6 (0.621 0.69 0.759)(0.5 0.6 0.7) (0.702 0.78 0.858)(0.5 0.6 0.7)

A7 (0.216 0.24 0.264)(0.7 0.8 0.9) (0.324 0.36 0.396)(0.5 0.6 0.7)

A8 (0.522 0.58 0.638)(0.5 0.6 0.7) (0.252 0.28 0.308)(0.5 0.6 0.7)

For the simplicity, the weights of the attributes are:W1 = 0.3,W2 = 0.2,W4 = 0.18
and W5 = 0.2. The positive ideal alternative is as

Aid
p = ((0.738 0.82 0.902)(0.7 0.8 0.9), (0.711 0.79 0.869)(0.7 0.8 0.9), (0.648 0.72

0.792)(0.7 0.8 0.9), (0.747 0.83 0.913)(0.7 0.8 0.9), (0.828 0.92 1.012)(0.7 0.8 0.9)).
The negative ideal alternative is as
Aid

N = ((0.126 0.14 0.154)(0.5 0.6 0.7), (0.225 0.25 0.275)(0.5 0.6 0.7), (0.27 0.3
0.33)(0.5 0.6 0.7), (0.216 0.24 0.264)(0.5 0.6 0.7), (0.126 0.14 0.154)(0.5 0.6 0.7)).

According to (1)–(2), weighted distances between Z-vectors of alternatives and Z-
vector of positive ideal solution are obtained as

Zd1P = (trimf(0.188, 0.32, 0.452), trimf(0.3919, 0.5066, 0.6392));
Zd2P = (trimf(0.584, 0.680.776), trimf(0.394, 0.5099, 0.6192));
Zd3P = (trimf(0.463, 0.57, 0.677), trimf(0.3919, 0.508, 0.6406));
Zd4P = (trimf(0.0036, 0.14, 0.29), trimf(0.3917, 0.5063,0. 0.6387));
Zd5P = (trimf(0.331, 0.45, 0.569), trimf(0.3913, 0.5071, 0.6287));
Zd6P = (trimf(0.21, 0.34, 0.47), trimf(0.392, 0.5066, 0.6393));
Zd7P = (trimf(0.0, 0.0, 0.164), trimf(0.5797, 0.6839, 0.8235));
Zd8P = (trimf(0.089, 0.23, 0.371), trimf(0.3913, 0.5064, 0.6389));

Analogously, we have obtainedweighted distances between Z-vectors of alternatives
and negative ideal Z- vector:

Zd1N = (trimf(0.296, 0.36, 0.424), trimf(0.3049, 0.4085, 0.5257));
Zd2N = (trimf(0.0, 0.0, 0.028), trimf(0.4512, 0.5114, 0.5898));
Zd3N = (trimf(0.071, 0.11, 0.149), trimf(0.3134, 0.4173, 0.5117));
Zd4N = (trimf(0.458, 0.54, 0.622), trimf(0.3046, 0.4091,0. 0.5257));
Zd5N = (trimf(0.179, 0.23, 0.281), trimf(0.3053, 0.4131, 0.5263));
Zd6N = (trimf(0.278, 0.34, 0.402), trimf(0.305, 0.4097, 0.5258));
Zd7N = (trimf(0.584, 0.68, 0.776), trimf(0.394, 0.5098, 0.6192));
Zd8N = (trimf(0.377, 0.45, 0.523), trimf(0.3047, 0.4093, 0.526));
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The membership degrees ri, i = 1, 8 calculated according to (7):

Zr1 = (trimf(0.3379, 0.5294, 0.876), trimf(0.08115, 0.1657, 0.2827));
Zr2 = (trimf(0.0, 0.0, 04795), trimf(0.3411, 0.4235, 0.4857));
Zr3 = (trimf(0.08596, 0.1618, 0.279), trimf(0.09074, 0.1787, 0.281));
Zr4 = (trimf(0.5022, 0.7941, 1.347), trimf(0.08127, 0.1656,0. 0.2829));
Zr5 = (trimf(0.2106, 0.3382, 0.551), trimf(0.0841, 0.1718, 0.2837));
Zr6 = (trimf(0.3188, 0.5, 0.8238), trimf(0.08135, 0.1657, 0.2825));
Zr7 = (trimf(0.6213, 1.0, 1.329), trimf(0.2164, 0.3148, 0.4066));
Zr8 = (trimf(0.4217, 0.6618, 1.122), trimf(0.08092, 0.1652, 0.2823));

Applying conversion of Z-number to type-2 fuzzy number, we obtain F2r1 (Fig. 1).

Fig. 1. Fuzzy type-2 number F2r1.

Similarly, we obtain F2r8 (Fig. 2):

Fig. 2. Fuzzy type-2 number F2r8.



On a View of Decision Making Under Z-information 643

By converting type-2 fuzzy number to type-1 fuzzy number, we obtain F1r1 (Fig. 3):

Fig. 3. Fuzzy type-1 number F1r1.

Similarly, we obtain F1r8 (Fig. 4):

Fig. 4. Fuzzy type-1 number F1r8.

By defuzzifying type-1 fuzzy numbers, we obtain Cri, i = 1…8:

Cr1 = 0.552809486050035
Cr2 = 0.0173484461718796
Cr3 = 0.168706838634238
Cr4 = 0.835595045394880
Cr5 = 0.351927001340508
Cr6 = 0.521689234935137
Cr7 = 0.976116239204448
Cr8 = 0.693625370931505

The final decision is determined as max(r1, r2, r3, r4, r5, r6, r7, r8) =
0.976116239204448. Thus, the best alternative is A7.
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5 Conclusion

This paper introduces a novel approach by using the capability of the concept of Z-
number and the TOPSIS method. The approach is powerful to describe knowledge of
human being and may be widely used for solving problems with uncertain information.
A numerical example on MADM demonstrates applicability and efficiency of proposed
method.
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Abstract. Investment projects can be evaluated relative to many criteria: from the
point of view of their social significance, the scale of their influence on the envi-
ronment, the degree of involvement of labor resources, etc. However, the central
place in these assessments belongs to the economic efficiency of the investment
project. Analysis and estimation of the economic efficiency of investment projects
is one of the difficult problems in the economy, production and decision-making.
Its complexity is specified by presence of uncertainty and set of knowingly con-
flicting criteria that are both quantitative and qualitative nature. The paper proposes
a fuzzy approach to assessing the economic efficiency of investment projects. This
approach is based on a verbal model, which is implemented through the use of a
fuzzy inference system on the example of six real alternative investment projects,
financial and economic indicators of which are selected from open sources. The
fuzzy inference system is formed on six logically consistent implications, which
are implemented by Lukachevich’s rule.

Keywords: Economic efficiency · Investment project · Verbal model · Fuzzy
set · Fuzzy inference

1 Introduction

Creation of suitable conditions for sustainable economic growth and development of the
territorial socio-economic system of the region as a whole is one of the main problems
within the government assistance program. It is clear that in order to achieve high levels
of regional development, it is necessary to carry out rather large targeted investments.
But for this, at first it is necessary to clarify and justify the possibility and economic
feasibility of implementing the selected investment projects. The complexity of assessing
the economic efficiency of investment projects is due to the presence of uncertainty, since
when deciding on investments, it is always necessary to foresee the future, and by the
presence of many obviously contradictory criteria, which have both quantitative and
qualitative nature.
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As a rule, quantitative criteria are expressed inmonetary terms and/or in conventional
units on the scale of the unified interval. Qualitative criteria do not lend themselves to
monetary or any other quantitative expression and cannot be aggregated in traditional
ways with monetary estimates, but with all this, they must be taken into account in
the framework of investment calculations to analyze the economic effectiveness of the
proposed regional investment projects. Such comprehensive approach, capable of more
accurately taking into account and assessing all aspects of the economic efficiency of
investment project, can be a fuzzy inference system, which is able to identify the most
significant and priority projects for the development of the region.

2 Problem Definition

In general, indicators of the economic efficiency of investment projects are qualitative
(weakly structured) categories, which, as a rule, are specified in the form of statements
such as “high”, “sufficient”, etc., that is, in the form of terms of the corresponding lin-
guistic variables. Based on this paradigm, it is necessary to form a fuzzy inference system
capable of providing an objective selection and ranking of investment projects accord-
ing to the aggregate indicators, which reflect the economic efficiency of the regional
investment projects and provide decision-making support in terms of financing and,
accordingly, choosing the best project.

3 Fuzzy Inference System for Assessing the Economic Efficiency
of Investment Projects

In the context of a limited amount of public investment, the choice of the most rational
investment project is the main prerogative of the regional authorities, which are guided
by a system of criteria in accordance with the Decision of the Supervisory Board of
the National Fund of Entrepreneurship Support (hereinafter Fund) in the Azerbaijan
Republic [1]. In particular, to estimate the economic efficiency of investment projects
realized in Azerbaijan, the Fund recommends the authorized credit institutions to use the
criteria: x1 – investment efficiency; x2 – reliability of calculations of efficiency indicators;
x3 – return on investment; x4 – investment profitability; x5 – risk assessment. To estimate
the economic efficiency of investment projects there are proposed to use following
appropriate verbal model [2], which assumes that the criteria are ranked according to
the importance degree:

e1: “If the investment efficiency is high, reliability of calculations of efficiency indicators
is sufficient, and return on investment is high, then the economic efficiency of project is
satisfactory.”;
e2: “If the investment efficiency is high, reliability of calculations of efficiency indicators
is sufficient, return on investment is high, and investment profitability is high, then the
economic efficiency of project is more than satisfactory”;
e3: “If the investment efficiency is high, reliability of calculations of efficiency indicators
is sufficient, return on investment is high, investment profitability is high, and the risk
assessment is low, then the economic efficiency of project is perfect”;
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e4: “If the investment efficiency is high, reliability of calculations of efficiency indica-
tors is sufficient, return on investment is high, and the risk assessment is low, then the
economic efficiency of project is very satisfactory”;
e5: “If the investment efficiency is high, reliability of calculations of efficiency indicators
is sufficient, and return on investment is high, and the risk assessment is high, then the
economic efficiency of project is still satisfactory”;
e6: “If the investment efficiency is low and return on investment is low, then the economic
efficiency of project is unsatisfactory”.

Proposed verbal model provides a multi-criterion estimation of alternative projects,
where the criteria xk (k = 1 ÷ 5) are input linguistic variables, whose values are the
following corresponding terms: X1 = high (investment efficiency), X2 = sufficient
(reliability of calculations of efficiency indicators), X3 = high (return on investment),
X4 = high (investment profitability), X5 = low (risk assessment), and output linguis-
tic variable y, which assigns terms: unsatisfactory, satisfactory, more than
satisfactory, very satisfactory and perfect.

The adaptation of the verbal model to the fuzzy environment is carried out by the
corresponding fuzzy inference system:

e1: “If x1 = high and x2 = sufficient and x3 = high, then y = satisfactory”;
e2: “If x1 = high and x2 = sufficient and x3 = high and x4 = high, then y = more
than satisfactory”;
e3: “If x1 = high and x2 = sufficient and x3 = high and x4 = high and x5 = low,
then y = perfect”;
e4: “If x1 = high and x2 = sufficient and x3 = high and x5 = low, then y = very
satisfactory”;
e5: “If x1 = high and x2 = sufficient and x3 = high and x5 = high, then y =
satisfactory”;
e6: “If x1 = low and x3 = low, then y = unsatisfactory”.

According to [3], the terms of linguistic variable y can be defined by appropriate
fuzzy subsets on the discrete universe J = {0, 0.1, 0.2, …, 1}. So, ∀j ∈ J these fuzzy sets
are restored by following corresponding membership functions: S = satisfactory:
μS(x) = x; MS = more than satisfactory: μMS(j) = j(1/2); P = perfect: μP(j)
= 1 if j = 1 and μP(j) = 0 if j < 1; VS = very satisfactory: μVS(j) = j2; US =
unsatisfactory: μUS(j) = 1−j. Then, the implicative rules e1 ÷ e6 are represented in
the symbolic form as follows:

e1: (x1 = X1) & (x2 = X2) & (x3 = X3) ⇒ (y = S);
e2: (x1 = X1) & (x2 = X2) & (x3 = X3) & (x4 = X4) ⇒ (y = MS);
e3: (x1 = X1) & (x2 = X2) & (x3 = X3) & (x4 = X4) & (x5 = X5) ⇒ (y = P);
e4: (x1 = X1) & (x2 = X2) & (x3 = X3) & (x5 = X5) ⇒ (y = VS);
e5: (x1 = X1) & (x2 = X2) & (x3 = X3) & (x5 = ¬X5) ⇒ (y = S);
e6: (x1 = ¬X1) & (x3 = ¬X3) ⇒ (y = US).

To approve the Fuzzy Inference System, six alternative investment projects ui (i
= 1 ÷ 6) are chosen: 2 smalls (up to $100,000.00); 2 middle (from $100,000.00 to
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$1,000,000.00), and 2 larges (over $1,000,000.00). Concise description of these projects
is given in [1]. Thus, for fuzzification the terms from left parts of rules e1 ÷ e6 the
expert assessments of projects obtained at the initial stage of the study are applied. The
averaged values of expert assessments of project economic efficiency relative to criteria
are summarized in Table 1. In this case, U = {u1, u2, u3, u4, u5, u6} is the discrete
universe on the base of which there are described the terms of input characteristics by
appropriate fuzzy sets with the corresponding Gaussian membership functions

μ(t) = exp{−(t − 4)2/σ 2
k }, (1)

where σ k
2 is the density of scattering which select subject to the priority of the corre-

sponding criteria [2]. In our case, estimation of the project for each criterion is calcu-
lated in accordance with the value of corresponding Gaussian function from [0, 1]. For
example, estimate u1 by first criterion A1 is μA1(3.6) = 0.9314.

Table 1. Average expert assessments of project economic efficiency relative to criteria

Project Influences

x1 x2 x3 x4 x5

Qualitative evaluation criteria

A1 = high A2 = sufficient A3 = high A4 = high A5 = low

u1 3.6 3.6 3.8 3.8 2.4

u2 3.4 3.8 3.6 3.6 3.0

u3 2.8 3.2 2.8 2.6 2.2

u4 2.6 3.2 2.4 2.6 1.6

u5 3.4 3.4 3.4 3.2 2.6

u6 3.2 3.8 3.0 2.8 2.2

Empirically, the values of parameters (root mean square deviations) σ k in formula
(1) were obtained as following: σ 1 = 1.5, σ 2 = 1.75, σ 3 = 2, σ 4 = 2.25 and σ 5 = 2.5
Then, adopted criteria can be described by following fuzzy sets [2]:

• high (investment efficiency): X1 = {0.9314/u1, 0.8521/u2, 0.5273/u3, 0.4185/u4,
0.8521/u5, 0.7524/u6};

• sufficient (reliability of calculations of efficiency indicators): X2 = {0.9491/u1,
0.9870/u2, 0.8114/u3, 0.8114/u4, 0.8891/u5, 0.9870/u6};

• high (return on investment): X3 = {0.9900/u1, 0.9608/u2, 0.6977/u3, 0.5273/u4,
0.9139/u5, 0.7788/u6};

• high (investment profitability): X4 = {0.9921/u1, 0.9689/u2, 0.6790/u3, 0.6790/u4,
0.8812/u5, 0.7524/u6};

• low (risk assessment):X5 = {0.6639/u1, 0.8521/u2, 0.5955/u3, 0.3979/u4, 0.7308/u5,
0.5955/u6}.
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Further, for each left-hand side of rules e1 ÷ e6 the unified membership function
μMi(u) is established by intersection of corresponding fuzzy set. In particular, according
to [4] we have:

e1: μM1(u) = min{μX1(u), μX1(u), μX3(u)}, M1 = {0.9314/u1, 0.8521/u2, 0.5273/u3,
0.4185/u4, 0.8521/u5, 0.7524/u6};
e2: μM2(u) = min{μX1(u), μX1(u), μX3(u), μX4(u)}, M2 = {0.9314/u1, 0.8521/u2,
0.5273/u3, 0.4185/u4, 0.8521/u5, 0.7524/u6};
e3: μM3(u) = min{μX1(u), μX1(u), μX3(u), μX4(u), μX5(u)}, M3 = {0.6639/u1,
0.8521/u2, 0.5273/u3, 0.3979/u4, 0.7308/u5, 0.5955/u6};
e4: μM4(u) = min{μX1(u), μX1(u), μX3(u), μX5(u)}, M4 = {0.6639/u1, 0.8521/u2,
0.5273/u3, 0.3979/u4, 0.7308/u5, 0.5955/u6};
e5: μM5(u) = min{μX1(u), μX1(u), μX3(u), 1 − μX5(u)},M5 = {0.3361/u1, 0.1479/u2,
0.4045/u3, 0.4185/u4, 0.2692/u5, 0.4045/u6};
e6: μM6(u) = min{1 − μX1(u), 1 − μX3(u)}, M6 = {0.0100/u1, 0.0392/u2, 0.3023/u3,
0.4727/u4, 0.0861/u5, 0.2212/u6}.

As a result, the rules e1 ÷ e6 can be rewritten in a more compact form:

e1: (x = M1) ⇒ (y = S);
e2: (x = M2) ⇒ (y = MS);
e3: (x = M3) ⇒ (y = P);
e4: (x = M4) ⇒ (y = VS);
e5: (x = M5) ⇒ (y = S);
e6: (x = M6) ⇒ (y = US).

To convert these rules the Lukasiewicz’s implication [5, 6]

μH (u, j) = min
u∈W { 1, 1 − μM (u) + μY (j)}

is applied. In this case, for each pair (u, j) it is obtained the fuzzy relation in the form of
following matrixes:
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Finally, a general functional solution is obtained by the intersection of the fuzzy
relations R1, R2, …, R6 and it looks like as following matrix
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To estimate the economic efficiency of projects, the rule of compositional inference
in the fuzzy environment is applied: Ei = Gi ° R, where Ei is the degree of satisfaction
of the i-th project (i = 1 ÷ 6); Gi is the imaging of the i-th project by fuzzy subset of U.

Then, according to μEi (j) = max{min(μGi (u), μR(u))}, where μGi (u) ={
0, u �= ui;
1, u = ui,

whence it follows that μEi (j) = μR(ui, j), i.e., Ei is the i-th row of the matrix R [5, 6].
To obtain the numerical estimates of fuzzy conclusions relative to the economic

efficiency of projects the defuzzification procedure is applied. In particular, relative to
economic efficiency of project u6 the conclusion is described by following fuzzy set:

E6 = {0.2476/0, 0.3476/0.1, 0.4045/0.2, 0.4045/0.3, 0.4045/0.4, 0.4045/0.5, 0.4045/0.6,
0.4045/0.7, 0.4045/0.8, 0.4045/0.9, 0.7788/1}.

First, it is necessary to calculate the α-level sets Ejα and the corresponding cardinal
numbers M(Ejα) by the formula: M (Ejα) = ∑n

i=1 xi/n:

• for 0 < α < 0.2476: �α = 0.2476, E6α = {0, 0.1, 0.2,…, 0.9, 1}, M(E6α) = 0.50;
• for 0.2476 < α < 0.3476: �α = 0.1, E6α = {0.1, 0.2,…, 0.9, 1}, M(E6α) = 0.55;
• for 0.3476 < α < 0.4045: �α = 0.0570, E6α = {0.2, 0.3,…, 0.9, 1},M(E6α) = 0.60;
• for 0.4045 < α < 0.7788: �α = 0.3743, E6α = {1}, M(E1α) = 1.

Thus, numerical estimate of the economic efficiency of project u6 is obtained as

F(E6) = 1
αmax

αmax∫
0

M (E6α)dα = 1
0.7788

0.7788∫
0

M (E6α)dα

= 1
0.7788 [0.5 · 0.1238 + 0.55 · 0.0550 + 0.6 · 0.0342 + 1 · 0.3743] = 0.7540.

Numerical estimates of the economic efficiency for the rest projects are established
by similar actions: for project u1 – 0.8556, u2 – 0.9231, u3 – 0.6612, u4 – 0.4955, u5 –
0.8605. From the point of view of economic efficiency, the most satisfactory investment
project is the one with the highest numerical estimate. In our case, this is the project
u2. The rest of the projects are ranked in descending order of numerical estimates: u5
(0.8605), u1 (0.8556), u6 (0.7540), u3 (0.6612), u4 (0.4955).

The obtained results are summarized in Table 2, which also presents the summary
assessments of the experts.
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Table 2. Comparison of the obtained results

Project Fuzzy
inference
system

Order Average
expert rating

Order

u1 0.8556 3 17.20 2

u2 0.9231 1 17.40 1

u3 0.6612 5 13.60 5

u4 0.4955 6 12.40 6

u5 0.8605 2 16.00 3

u6 0.7540 4 15.00 4

4 Conclusion

As can be seen from the result, the approach proposed in the article can be success-
fully applied for operative assessment of the economic efficiency of regional investment
projects that apply for budgetary funds allocated by the National Investment Fund for
Support of Entrepreneurship in Azerbaijan in accordance with criteria xk (k = 1 ÷ 5).
Obviously, the main advantageous feature of the fuzzy approach is its ability to adapt
to the existing regional environment, to the requirements and preferences of special-
ists responsible for investment decision-making. More specifically, the advantage of
the fuzzy approach is that the criteria for evaluating investment projects approved by
the Fund (especially those that are qualitative in nature) are formulated on the basis of
existing alternatives, which, in turn, significantly increases the objectivity of the choice
process.

In comparisonwith themethods of scoring-analysis that do not reflect internal cause-
effect relations, the fuzzy inference induces a more objective and balanced assessment
of investment projects based on the bounded set of alternatives, even in the absence
of accumulated heuristic knowledge in the subject area. In addition, the implication
rules take into account the priority of the evaluation criteria, which provides the more
balanced choice of the investment projects. Integral estimates of the considered six
alternative projects are not absolute, since the fuzzy inference system was not subjected
to structural and parametric optimization. Actually, this is not the main goal of this study.
The resulting overall assessments make it possible to correctly rank investment projects
that differ both in the amount of funding and in target orientation.
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Abstract. The article proposes computational procedures for the formation and
construction of stable algorithms for solving the problemof determining theweight
coefficients of neural networks with radial-basis activation functions. The approx-
imation properties of multilayer neural networks are analyzed. It was revealed that
neural networkswith radial-basis activation functions are universal approximators.
It is noted that the problem of RBF networks is the choice of the number of radi-
ally based functions required for the approximation. When solving this problem
for the purpose of quality approximation, the network output error is minimized.
Regularized iterative algorithms for determining the weight coefficients of neu-
ral networks with radial-basis activation functions based on projection methods
are proposed. To solve the extended regularized normal system of equations, the
block version of the Kachmazh’s algorithm and the pseudo-inversion of rectan-
gular matrices proposed by Greville is used. To give stability to the procedure for
determining the weight coefficients of neural networks, an algorithm for finding
a pseudoinverse matrix was also used using the representation of a symmetric
matrix in a diagonal form.

Keywords: Neural networks · Radial basis functions · Weights

1 Introduction

Currently, artificial neural networks are widely used to solve a variety of tasks related
to data mining under conditions of a priori and current uncertainty. Artificial neural net-
works are necessary computational models for solving a wide variety of problems, such
as pattern recognition, curve and function approximation, data compression, associative
memory, modeling and control of nonlinear unknown objects [1–3]. Neural networks are
distinguished by their computational efficiency and ease of hardware implementation.
They have the property of generalization - the ability to correctly classify new images
[4].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 654–661, 2022.
https://doi.org/10.1007/978-3-030-92127-9_87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92127-9_87&domain=pdf
http://orcid.org/0000-0003-3047-5261
http://orcid.org/0000-0002-4023-6603
http://orcid.org/0000-0002-5596-2819
http://orcid.org/0000-0001-9795-1969
https://doi.org/10.1007/978-3-030-92127-9_87


Stable Algorithms for Solving the Problem 655

To date, a large number of different types of neural networks have been developed
with their own distinctive features. Artificial neural networks differ in their architecture:
the structure of connections between neurons, the number of layers, neuron activation
function, learning algorithm [5].

In accordance with the Stone-Weierstrass [5] theorem, multilayer neural networks
(MNN) approximate any continuous function with any accuracy depending on the num-
ber of layers and the number of basic processing elements in the layers. In this case, the
approximation properties of the MNN have a number of advantages in practical appli-
cations over the approximation properties of polynomials and orthogonal functions. For
example, when approximating continuous functions by polynomials, there is a scaling
problem, and its solution requires a priori information about the properties of the func-
tion being approximated. The same problem exists when using families of orthogonal
functions. Another problem is the implementation of the approximation properties of
polynomials and orthogonal functions in real time. Customizable multilayer neural net-
works are largely free of these shortcomings and, in the light of the known results of
studies of their approximation properties, can be considered a universal tool for arbi-
trarily accurate approximation of continuous functions of many variables in the form of
a superposition of fairly simple and practically any nonlinear functions of one variable
[5–7].

However, nonlinear multilayer neural networks also have associated disadvantages.
Due to the nonlinear dependence of the network outputs on the tunable parameters, the
approximation problem becomes multi-extremal, and along with the possible existence
of a global minimum of the learning functional, there are also many local minima from
which the network does not derive the standard learning algorithm. The interrelation of
setting the weight coefficients of all basic elements of the network significantly increases
the training time, which is critical for real-time systems, which include control systems
for dynamic objects [5].

The neural networks with Radial Basis Networks (RBFN) considered below or fur-
ther briefly RBF-networks are free of the mentioned disadvantages of trained MNN
and in this sense are considered as an alternative to multilayer networks, although, like
MNN, they serve as an analogue of biological neural networks. It is shown in [8, 9] that
RBF - networks are universal approximators and, with easy constraints, can be applied
to approximate any continuous function.

The specificity of RBF networks is that in the operating mode only the weight
coefficients of the linear output layer are adjusted in them. The approximation error is
calculated directly at the output of the network in the same way as in the MNN, but
setting only a single layer that is linear in the setting parameters removes the problem of
finding the global minimumof the training functional (usually quadratic) and contributes
to the rapid convergence of the network training process [10].

2 Problem Definition

The problem of RBF networks is the choice of the number of radial basis functions
required for approximation, and this circumstance becomes a critical factor in the use of
RBF networks in identification and control problems, where the necessary information
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for determining the dimension of RBF networks is usually absent. It was noted in [11]
that the number of required radial basis functions grows exponentiallywith the number of
input variables, that is, in our case,with increasingn.Hence, it follows thatRBF-networks
are applicable in those problems where the dimension of the input set is bounded and
known. In the general case, there is no such limitation in multilayer neural networks.
Another problem with RBF networks is the need to preconfigure the hidden layer. Many
works are devoted to this problem [5, 12].

Let the output layer contain p neurons, so that the output vector has the form:Yi =
[yi1 , yi2 , ..., yip ]T .

To determine the weight of neurons in the output layer wij, i = 1, n, j = 1, p of the
network, the entire set of templates is presented, so that for all n input vectors we can
write FW = Y , where

F =

⎡
⎢⎢⎢⎣

f1(X1) f2(X1) . . . fn(X1)

f1(X2) f2(X2) . . . fn(X2)
...

...
...

...

f1(Xn) f2(Xn) . . . fn(Xn)

⎤
⎥⎥⎥⎦,W =

∣∣∣∣∣∣∣∣∣

w11 w12 . . . w1p

w21 w22 . . . w2p
...

...
...

...

wn1 wn2 . . . wnp

∣∣∣∣∣∣∣∣∣
,Y =

∣∣∣∣∣∣∣∣∣

y11 y12 . . . y1p
y21 y22 . . . y2p
...

...
...

...

yn1 yn2 . . . ynp

∣∣∣∣∣∣∣∣∣
.

Then the weight matrix W can be calculated by the formula: W = F−1Y , if the
matrix F is invertible.

However, in practical problems, condition m = n is usually unacceptable. In real
cases, it is required to find an approximate solution to the approximation problem at
m << n [10].

Consider an RBF network with one output and m hidden neurons:

y = h(X ) =
m∑
i=1

wifi(X ). (1)

Let it be necessary to approximate the dependence given by the set of input-output
data (training sample): {(X1, y1), (X2, y2), ..., (Xn, yn)}.

For a qualitative approximation, it is required to minimize the network output error
given by the formula

E =
n∑

i=1

(h(Xi) − yi)
2 (2)

We denote

Fj = [
fj(X1)fj(X2) . . . fj(Xn)

]T
,H = [h(X1)h(X2) . . . h(Xn)]

T ,Y = [
y1 y2 . . . yn

]T
.

Then FT
j H = FT

j Y , j = 1,m, where F = [F1 F2 . . . Fm ].
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Insofar as

H =

⎡
⎢⎢⎢⎣

h(X1)

h(X2)
...

h(Xn)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m∑
j=1

wjfj(X1)

m∑
j=1

wjfj(X2)

...
m∑
j=1

wjfj(Xn)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎣

f1(X1) f2(X1) . . . fm(X1)

f1(X2) f2(X2) . . . fm(X2)
...

...
. . .

...

f1(Xn) f2(Xn) . . . fm(Xn)

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

w1

w2
...

wm

⎤
⎥⎥⎥⎦ = FW ,

can be written FTFW = FTY , and finally

W = (FTF)−1FTH = F+H , (3)

where F+ – is a pseudoinverse matrix.

3 Solution

At the same time, here, in the implementation of the stabilization algorithm of the
form (3), the pseudoinverse matrix F̃+ is used. It is known [13–15] that the problem
of calculating the pseudoinverse matrix is generally unstable with respect to errors in
specifying the matrix. In practice, consideration of such disturbances may be prompted
by the limited accuracywithwhich the observedphenomenon is describedbyquantitative
information. The effect of round-off errors made during the numerical procedure can
also be analyzed as if it caused perturbation of the input data.

We take the approximation conditions for Eq. (2) in the form
∥∥F − F

∥∥ ≤ η,
∥∥H − H

∥∥ ≤ δ, (4)

where F and H – the exact values of the matrix operator and the right-hand side of
Eq. (3), respectively.

It is known [13, 15, 16] that the normal pseudo solution W∗ = F+H is the normal
solution of the normal system of equations

FTFW = FTH (5)

or FT r = 0, where r = H − FW .
When solving Eq. (3), the A.N.Tikhonov regularization method is usually used [17]:

(FTF + αI)W = FTH . (6)

As shown in [14, 18], the regularized normal system of Eqs. (6) can be written in
the form:



658 H. Igamberdiev et al.

where y = ω−1r, ω = √
α.

The matrix F̃ω system (7) for all α > 0 is nondegenerate [14] and its only solution

is the vector g∗ = (
LT∗ , WT∗

)T
where

W∗ =
(
FTF + αIn

)−1
FTH ,L∗ = ω−1r∗, r∗ = H − FW∗.

We write the extended system (7) in the form of a system of two equations:

(
ωIm

...F

)
g = H , (8)

(
FT ... − ωIn

)
g = 0. (9)

To solve system (8), (9), we use the block version of the Kachmazh algorithm [14,
19]:

gi,1 = gi,0 −
(

ωIm
...F

)+[(
ωIm

...F

)
gi,0 − H

]
, (10)

gi,t = gi,t−1 − βi,t−1

(
ft−1

−ωet−1

)
, (11)

βi,t−1 =
(
f Tt−1 − ωeTt−1

)
g, t − 1

∥∥∥(
f Tt−1 − ωeTt−1

)T∥∥∥2
, t = 2, 3, . . . , n + 1, gi+1,0 = gi,n+1, i = 1, 2, . . . ,

(12)

where (e1, e2, ..., en) = In; F = (f1, f2, ..., fn).

If we denote H = (
h(1), ..., h(n)

)T
, then taking into account that the vector g =(

LT ,HT
)T
, the recurrent Eq. (11) can be written in the form of two recurrent equations:

li,t = li,t−1 − βi,t−1ft−1,

βi,t−1 = f Tt−1li, t−1−ωw(t−1)
i,t−1

‖ft−1‖2+ω2 ,
(13)

w(t−1)
i, t = w(t−1)

i, t−1 + ωβi, t−1, t = 2, 3, . . . , n + 1. (14)

As l = ω−1r where r = H − FW , recurrent Eqs. (13), (14) can be transformed to
the form:

ri,t = ri,t−1 − ρi,t−1at−1, ρi,t−1 = f Tt−1ri,t−1 − αw(t−1)
i,t−1

‖ft−1‖2 + α2
, (15)

w(t−1)
i,t = w(t−1)

i,t−1 + ρi,t−1, t = 2, 3, . . . , n + 1. (16)

Formulas (14)–(16) are some modifications of the algorithm for pseudo-inversion of
rectangular matrices proposed by Greville [13, 20]. Obviously, to compute the matrices
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(
ωIm

...F

)+

j
any other known method can be used [13, 20]. In particular, to increase the

stability of the computation process

(
ωIm

...F

)+

k
in relation to calculation errors, instead

of the conditions for branching the algorithm specified in formula (12), the following
conditions can be used:

∥∥∥∥∥
(

ωIm
...F

)k

j
− gj

(
ωIm

...F

)

k,j−1

∥∥∥∥∥ > η and

∥∥∥∥∥
(

ωIm
...F

)k

j
− gj

(
ωIm

...F

)

k,j−1

∥∥∥∥∥ ≤ η,

where ‖·‖ is any vector norm, ah is a selection of regularization parameter selected taking

into account the accuracy of specifying the matrix

(
ωIm

...F

)

k
and the word length of

the computer used.

When calculating the quantity z according to the equation z =
(

ωIm
...F

)+
H (8)

pseudoinverse matrix

(
ωIm

...F

)+
represent as follows:

(
ωIm

...F

)+
=

(
ωIm

...F

)T
[(

ωIm
...F

)(
ωIm

...F

)T
]+

.

For brevity, given the definition

(
ωIm

...F

)
, denotes:

Q =
[(

ωIm
...F

)(
ωIm

...F

)T
]
,

where Q – symmetric, non-negative definite matrix of dimension (m + n) × (m + n).
According to [13], we represent the symmetric matrix in a diagonal form:

Q = TUTT ,

where

is a block orthogonal matrix and U is a diagonal matrix.
Then, according to [20], we can write:

Q+ =
m+n∑
i=1

λ−1
i tit

T
i ,

where λ1 ≥ λ2 ≥ . . . ≥ λm+n > 0 Are the eigenvalues of the matrix Q.
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In this way:

(
ωIm

...F

)+
=

(
ωIm

...F

)T

Q+,

z =
(

ωIm
...F

)T

Q+.

4 Conclusion

Presented algorithms make it possible to obtain a stable solution to the problem of deter-
mining the weights of an RBF network and use them to solve issues of identification and
control of linear indefinite dynamic objects. Based on the well-known theoretical provi-
sions of the theory of regular estimation, it would be argued that the use of randomized
and quasi-optimal variants of the regularized modification of the design algorithm can
increase the convergence rate and obtain the desired solution with the required accuracy
in the shortest possible time. Moreover, the efficiency of these algorithms, as is known,
significantly increases with a decrease in the spectral condition number of a regularized
extended system of the form (7), which causes an increased accuracy of the algorithm
used.

Based on developed algorithmic support, created the software, which is used to solve
automation and control problems for a specific industrial facility. The results of practical
implementation of the developed system have shown their effectiveness [16].
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Conversion of Volatile Time Series into a Fuzzy
Time Series by the Example of the Dow Jones

Index Dynamics

Parvin Alizada(B)

Baku State University, Z.Xalilov str. 23, AZ1148 Baku, Azerbaijan

Abstract. Fuzzy modeling of time (or dynamic) series is the independent direc-
tion of scientific and applied research. This direction includes a battery of prob-
lems, the methodology of which is based on the theory of fuzzy sets, fuzzy logic
and fuzzy models (or fuzzy inference systems). The initial procedure for fuzzy
modeling of time series is fuzzification of historical data obtained by observing on
the basis of “soft measurements” of the behavior of a dynamic system for a certain
period of time. The paper proposes a new rule of fuzzification of historical data,
which is tested on the indicators of the Dow Jones Industrial Average, established
by the results of daily trading on the US stock exchange by the usual arithmetic
averaging of component indicators. The fuzzification procedure proposed in the
given paper is implemented through a fuzzy inference system, which ensures that
the membership functions of the corresponding fuzzy subsets of the discrete uni-
verse are found, covering the entire set of indicators of the Dow Jones index for
more than a year.

Keywords: Dow Jones index · Fuzzy set · Fuzzy time series · Fuzzy inference

1 Introduction

Most of the existing algorithms for forecasting time series, sas a rule, work with real
numbers. However, in practice, observation data on the behavior of a particular system
should be considered as weakly structured, i.e., those about which their belonging to a
certain class is known. The simplest way to formalize these data are fuzzy sets [1], which
in a fairly acceptable way identify the values (terms) of linguistic variables through the
construction of appropriate membership functions. Therefore, it is advisable to interpret
weakly structured time series as fuzzy with all the ensuing consequences relative to their
modeling and forecasting. So, over the past two decades, numerous publications are
devoted to the study of fuzzy time series. The approaches to time series reconstruction
described in [2–6] differ in the rules of fuzzification of historical data and/or defuzzifi-
cation of fuzzy model outputs. It is clear that the reliability of the final predicts directly
depends on the adequate description of weakly structured time series data by fuzzy sets
and, accordingly, the interpretation of the defuzzified results.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Aliev et al. (Eds.): ICSCCW 2021, LNNS 362, pp. 662–670, 2022.
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2 Problem Definition

The object of research is a time series (TS): x(t)} (t = 1 ÷ T ), in which x(t) is a weakly
structured historical data (HD) or, in our case, a fuzzy set (FS) Aj (j = 1 ÷ J), which
is characterized by the tuple [1]: {x(t)/μAj[x(t)]}, μAj[x(t)] → [0, 1]. It is necessary to
develop a method for fuzzification of HD, which would allow to restore the fuzzy TS
(FTS) more adequately and, thereby, increase the reliability of its forecasting on the
basis of existing fuzzy models.

3 Fuzzification of HD Using Fuzzy Inference

It is known that in order to introduce fuzziness at the beginning it is necessary to determine
the universe. In the case of TS, it is based on coverage of a range of HD. According to
[6], the segment d = [Dmin – D1; Dmax + D2], where Dmin and Dmax are the minimum
and maximum values of the TS indicator, respectively; D1 and D2 are positive numbers
selected by the user, for example, from the calculation of dividing the segment d into
equal intervals uj according to the number of preselected evaluation criteria. In particular,
the terms C1, C2, …, Cn of the linguistic variable (LV) “the value of the TS indicator”
are understood as appropriate fuzzy subsets of the discrete universe U = {u1, u2, …,
un}, reflecting the qualitative criteria for assessing the value of HD as follows:

C1 = μC1(u1) /u1 + μC1(u2)/u2 + . . . + μC1(un)/un,
C2 = μC2(u1) /u1 + μC2(u2)/u2 + . . . + μC2(un)/un,

. . .

Cn = μCn(u1)/u1 + μCn(u2)/u2 + . . . + μCn(un)/un,

where μCi(uj) ∈ [0, 1] (i, j = 1 ÷ n) are the values of the membership function (MF) of
the interval uj to FS Ci, i.e., if HD belongs to the interval uj, then its fuzzy interpretation
is the FSCi. Therefore, it is necessary to correctly identify the correspondingMFμCi(u).
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Fig. 1. Volatile DJI time series.

Figure 1 shows the TS reflecting the volatile dynamics of the Dow Jones Industrial
Index (DJI) for the period from June 15, 2018 to October 10, 2019 [7], where the
minimum and maximum values among 333 DJIs are the numbers Dmin = 21792.2 and
Dmax = 27359.2, respectively. Choosing D1 = 21.2 and D2 = 11.8, the corresponding
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universe can be obtained as U = [21771, 27371], which let us divide into eight equal
intervals of 700 units in length: u1 = [21771, 22471], u2 = [22471, 23171], u3 = [23171,
23871], u4 = [23871, 24571], u5 = [24571, 25271], u6 = [25271, 25971], u7 = [25971,
26671], u8 = [26671, 27371]. Then, according to traditional approach [1], the following
terms are chosen as possible values of LV “DJI value”:

• too low: C1 = 1/u1 + 0.5/u2 + 0/u3 + 0/u4 + 0/u5 + 0/u6 + 0/u7 + 0/u8,
• very low: C2 = 0.5/u1 + 1/u2 + 0.5/u3 + 0/u4 + 0/u5 + 0/u6 + 0/u7 + 0/u8,
• more than low: C3 = 0/u1 + 0.5/u2 + 1/u3 + 0.5/u4 + 0/u5 + 0/u6 + 0/u7 +

0/u8,
• low: C4 = 0/u1 + 0/u2 + 0.5/u3 + 1/u4 + 0.5/u5 + 0/u6 + 0/u7 + 0/u8,
• high: C5 = 0/u1 + 0/u2 + 0/u3 + 0.5/u4 + 1/u5 + 0.5/u6 + 0/u7 + 0/u8,
• more than high: C6 = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0.5/u5 + 1/u6 + 0.5/u7 +

0/u8,
• very high: C7 = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0/u5 + 0.5/u6 + 1/u7 + 0.5/u8,
• too high: C8 = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0/u5 + 0/u6 + 0.5/u7 + 1/u8.

In this case, the fuzzy interpretation of DJI is carried out taking into account the
belonging of the interval of their localization uj (j = 1 ÷ 8) to one or another FS Cj with
the value of a rather trivial MF. Therefore, below another approach to fuzzification of
DJIs is considered on the basis of verbal modeling. In other words, based on the previous
reasoning, the following consistent and rather trivial statements were chosen:

e1: “If the DJI is closer to the middle of the segment u1, then its value is too low”;
e2: “If the DJI is closer to the middle of the u2, then its value is very low”;
e3: “If the DJI is closer to the middle of the u3, then its value is more than low”;
e4: “If the DJI is closer to the middle of the u4, then its value is low”;
e5: “If the DJI is closer to the middle of the u5, then its value is high”;
e6: “If the DJI is closer to the middle of the u6, then its value is more than high”;
e7: “If the DJI is closer to the middle of the u7, then its value is very high”;
e8: “If the DJI is closer to the middle of the segment u8, then its value is too high”.

Analysis of this reasoning, as information fragments of the common verbal model,
allows us to identify one input characteristic in the form of LV x = “Location of the
DJI”, the values of which are the terms: closer to the middle of the segment uk
(k = 1 ÷ 8), and one output LV y = “DJI value”, the values of which are the terms: too
low, very low, more than low, low, high, more than high, very high,
too high. Evaluation of x(t) localization within the DJI TS based on its belonging to
one or another segment uj (j = 1 ÷ 8) is interpreted as a fuzzy subset of the discrete
universe, consisting of the full DJI dataset: U = {x(t)}t=1÷333. As the MF of the FS, the
Gaussian functions are chosen as μ(x) = exp [−(xt – uj0)2/σ 2], where xt = x(t) is the
DJI based on the results of the completion of trading on the stock exchange for the t-th
day; uj0 is the middle of the interval uj; σ 2 = 2500000 is the density parameter chosen
as the same for all cases (see Fig. 2). Then, taking into account the midpoints of the
segments uj (j = 1 ÷ 8): u10 = 22121, u20 = 22821, u30 = 23521, u40 = 24221, u50
= 24921, u60 = 25621, u70 = 26321, u80 = 27021, localization factors of DJI x(t) is
interpreted as follows:
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• “close to 22121” as FS: X1 = 0.952181/x1 + 0.958630/x2 + 0.964640/x3 + … +
0.000793/x332 + 0.000472/x333;

• “close to 22821” as FS: X2 = 0.643393/x1 + 0.656883/x2 + 0.670320/x3 + … +
0.006941/x332 + 0.004497/x333;

• “close to 23521” as FS: X3 = 0.293758/x1 + 0.304145/x2 + 0.314743/x3 + … +
0.041079/x332 + 0.028958/x333;

• “close to 24221” as FS: X4 = 0.090627/x1 + 0.095155/x2 + 0.099859/x3 + … +
0.164269/x332 + 0.125994/x333;

• “close to 24921” as FS: X5 = 0.018892/x1 + 0.020116/x2 + 0.021408/x3 + … +
0.443858/x332 + 0.370415/x333;

• “close to 25621” as FS: X6 = 0.002661/x1 + 0.002873/x2 + 0.003101/x3 + … +
0.810382/x332 + 0.735842/x333;

• “close to 26321” as FS: X7 = 0.000253/x1 + 0.000277/x2 + 0.000304/x3 + … +
0.999750/x332 + 0.987728/x333;

• “close to 27021” as FS: X8 = 0.000016/x1 + 0.000018/x2 + 0.000020/x3 + … +
0.833393/x332 + 0.895873/x333.
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Fig. 2. The Gaussian MF of FS, reflecting the degree of DJI localization

The terms of the output LV “DJI value” can be described in the form of fuzzy subsets
of the universe I = {0, 0.1, 0.2,…, 1}, so that, according to [7], ∀i ∈ I we have: TL =
too low, μTL(i) =

{
0, if i = 1,

1, if i < 1; VL = very low: μVL(i) = (1-i)2; ML = more

than low: μML(i) = (1 – i)(1/2); L = low: μL(i) = 1 – i; H = high: μH (i) = i;MH =
more than low: μMH (i) = i(1/2); VH = very high: μVH (i) = i2; TH = too high,

μTL(i) =
{
1, if i = 1,

0, if i < 1.
Thus, taking into account the introduced formalisms and as a result of applying the

Lukasiewicz’s implication for each pair (u, i) ∈ X × Y: μW (u, i) = min{1, 1 – μX (u) +
μY (i)}, the rules e1 ÷ e8 are transformed to the following corresponding fuzzy relations:
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. . . . . . . . .

As a result of the intersection R1 ∩ R2 ∩ … ∩ R8, a common functional solution is
obtained in the form of the following matrix:

which reflects the cause-effect relations between the localization factors of DJI x(t)
and, in fact, the estimate of the DJI value. In this case, the fuzzy interpretation of the t-th
DJI (t = 1 ÷ 333) is found by the rule of compositional inference: At = Gt z R, where
Gt is a mapping of the t-th DJI in the form of the fuzzy subset of the universe U.

Choosing the composition rule asμAt(i)=max{min{μGt(x),μR(i)}} and supposing

μGt (x) =
{
0, if x �= xt,

1, if x = xt,
we have: μAt(i) = μR(xt , i). This means that At is the fuzzy
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interpretation of the t-th DJI on the I, and the values of corresponding MF are located on
the t-th row of the matrix R. In particular, the fuzzy analog of the DJI x1 = 25090.5 is the
FS (the 1st row of the R matrix): A1 = {0.0114/0, 0.1114/0.1, 0.2114/0.2, 0.3114/0.3,
0.4114/0.4, 0.5114/0.5, 0.6114/0.6, 0.5610/0.7, 0.4610/0.8, 0.3610/0.9, 0.2610/1}.

Thus, based on the number of DJI TS data, fuzzy subsets are obtained, which, in
fact, describe these DJIs (see Table 1). Obviously, this is too large a mix of fuzzy sets
to be able to apply the known fuzzy predictive TS models on its basis. Therefore, it is
necessary to significantly narrow the list of fuzzy sets.

Summarized in Table 1 the point estimates of fuzzy sets (FSPE) are defuzzified
values of fuzzy analogs At (t = 1÷ 333) of DJIs. On the scale of the segment [0, 1] these
FSPEs conditionally restore the configuration of the DJI TS, such as shown in Fig. 3.
FSPEs are obtained according to the following reasoning. For the fuzzy subset A of the
universe I, the α-level sets (α ∈ [0, 1]) are defined in the form of Aα = {i|μA(i) ≥ α, i ∈
I}. Further, for each Aα the corresponding cardinal number M(Aα) is calculated by the
formula: M (Aα) = ∑n

k=1 uk/n, where uk ∈ Aα . As a result, the point estimate of A is
defined by the formula F(A) = (1/αmax)

∫ αmax
0 M (Aα)dα, where αmax is the maximum

value of the MF of the fuzzy set A. In particular, for fuzzy set A1 we have:

• for 0 < α < 0.0114, �α = 0.0114, A1α = {0, 0.1, …, 0.8, 0.9, 1}, M(A1α) = 0.50;
• for 0.0114 < α < 0.1114, �α = 0.1, A1α = {0.1, 0.2, …, 0.9, 1}, M(A1α) = 0.55;
• for 0.1114 < α < 0.2114, �α = 0.1, A1α = {0.2, 0.3, …, 0.9, 1}, M(A1α) = 0.60;
• for 0.2114 < α < 0.2610, �α = 0.0495, A1α = {0.3, 0.4,…,0.9, 1},M(A1α) = 0.65;
• for 0,2610 < α < 0.3114, �α = 0.0505, A1α = {0.3, 0.4, …, 0.8, 0.9}, M(A1α) =

0.60;
• for 0.3114 < α < 0.3610, �α = 0.0495, A1α = {0.4, 0.5, …, 0.9}, M(A1α) = 0.65;
• for 0.3610 < α < 0.4114, �α = 0,0505, A1α = {0.4, 0.5, …, 0.8}, M(A1α) = 0.60;
• for 0.4114 < α < 0.4610, �α = 0.0495, Aα = {0.5, 0.6, 0.7, 0.8}, M(A1α) = 0.65;
• for 0.4610 < α < 0.5114, �α = 0.0505, A1α = {0.5, 0.6, 0.7}, M(A1α) = 0.60;
• for 0.5114 < α < 0,5610, �α = 0,0495, A1α = {0.6, 0.7}, M(A1α) = 0.65;
• for 0.5610 < α < 0.6114, �α = 0.0505, A1α = {0.6}, M(A1α) = 0.60.

F(A1) = [0.0114·0.5 + 0.1·0.55 + … + 0.0495·0.65 + 0.0505·0.60]/0.6114 =
0.6062.

Now, on the basis of FSs, compiled by the number of IDs, it is necessary to form
the evaluation criteria for DJI. Suppose, that the number of such criteria is chosen as 10.
Then all FS At (t = 1 ÷ 333) can be divided into 10 groups by the following rules (k =
1 ÷ 10):

“If the point estimate of At is from the (0.1(k–1), 0.1k], then At is from the k-th
group”,

In this case, the k-th evaluation criteria can be considered as the intersection of all
FSs belonging to the k-th group, i.e., FSs from the k-th group, which are united by the
logical operation “and”. For example, the 1st group includes FS, whose point estimate
is located in the interval (0, 0.1] (see Table 1). These are the sets: A131, A132, A133,
A134 and A139. Information about these sets, including the values of their MFs and point
estimates, as well as the 1st evaluation criterion B1 = A131 ∩ A132 ∩ A133 ∩ A134 ∩ A139
are summarized in Table 2. Other evaluation criteria are established by similar actions.
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Table 1. Detailed fuzzy analogue of DJI TS

Date FS The MF values on the universe I FSPE

0 0.1 … 0.9 1

15.06.2018 A1 0.0114 0.1114 … 0.3610 0.2610 0.6062

18.06.2018 A2 0.0018 0.1018 … 0.3094 0.2094 0.5939

19.06.2018 A3 0.0193 0.1193 … 0.1878 0.0878 0.5330

… … …

08.10.2019 A331 0.0098 0.0198 … 0.2546 0.7791 0.8959

09.10.2019 A332 0.0002 0.0102 … 0.1666 0.8357 0.9321

10.10.2019 A333 0.0123 0.0223 … 0.1041 0.8740 0.9534
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Fig. 3. DJI TS in notation of the FSPE

Table 2. The 1st criterion for assessing the DJI

FS The values of MF for FS from the 1st group at the universe I FSPE

0 0.1 0.2 … 0.9 1

A131 0.8173 0.1960 0.1960 … 0.0106 0.0006 0.0785

A132 0.9138 0.0412 0.0412 … 0.0412 0.0412 0.0226

A133 0.9801 0.0423 0.0423 … 0.0423 0.0423 0.0216

A134 0.8115 0.2051 0.2051 … 0.0113 0.0013 0.0821

A139 0.8644 0.1200 0.1200 … 0.0172 0.0072 0.0514

B1 0.8115 0.0412 0.0412 … 0.0106 0.0006 0.0210

Information about all generalized evaluation criteria Bk (k = 1 ÷ 10) is summarized
in Table 3. These criteria can be conventionally designated as: B1 = too low, B2 =
very low, B3 = more than low, B4 = low, B5 = below the average, B6 =
average, B7 = above average, B8 = high, B9 = very high, B10 = too high.
Thus, if the point estimate of FS At (t = 1 ÷ 333) belongs to the k-th interval, then
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the corresponding DJI can be estimated by the quality criterion Bk . On the base of this
approach the common fuzzy analogue of TS is obtained. This analogue is summarized
in Table 4, where the criterion Ci (i = 1 ÷ 7) used FTS is also reflected.

Table 3. Generalized criteria for assessing the DJI

FS The values of MF for FS Bk (k = 1 ÷ 10) at the universe I FSPO

0 0.1 0.2 … 0.9 1

B1 0.8115 0.0412 0.0412 … 0.0106 0.0006 0.0210

B2 0.7193 0.2985 0.2985 … 0.0330 0.0230 0.1308

B3 0.5875 0.4393 0.4393 … 0.1061 0.0031 0.2376

B4 0.2361 0.3361 0.4361 … 0.1058 0.0000 0.3830

B5 0.0466 0.1466 0.2466 … 0.1000 0.0000 0.4767

B6 0.0000 0.1000 0.2000 … 0.1195 0.0195 0.5098

B7 0.0000 0.1061 0.2014 … 0.3375 0.2375 0.6237

B8 0.0009 0.0925 0.1225 … 0.4183 0.5679 0.7678

B9 0.0079 0.0179 0.0479 … 0.2463 0.6597 0.8810

B10 0.0001 0.0010 0.0010 … 0.0010 0.7883 0.9994

4 Conclusion

The proposed approach to fuzzification of IDwas tested on theDJI, which are established
based on the results of daily trading on the US stock exchange by the usual arithmetic
averaging of the constituent indicators. This allows us to consider the daily readings of the
DJI as weakly structured, and interpret the dynamics of its change in the form of the FTS.
Therefore, the fuzzification is applied, which is realized using fuzzy inference system
that provides the determination of the MF values for the corresponding fuzzy subsets
of the discrete universe that covers the entire set of DJIs for more than a year. In article
there are selected only ten criteria for assessing DJI. However, for the implementation
of the known forecasting models in this particular case, the number of such criteria is
not enough. Within the framework of the proposed approach, it is possible to easily and
quickly increase the number of these evaluation criteria for a more detailed description
of TS. Applying this approach, a more common fuzzy analogue of TS has obtained,
which is summarized in Table 4. The Table 4 reflects the reconstruction of FTS using
the criterion Ci (i = 1 ÷ 7).
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Table 4. Fuzzy Time Series of DJI

Date DJI Interval Fuzzy analogue of
DJI

Fuzzy model of DJI TS:

Sign FSPE using Ci using Bk

15.06.2018 25090.5 u5 A1 0.6062 C5 B7

18.06.2018 24987.5 u5 A2 0.5939 C5 B6

19.06.2018 24700.2 u5 A3 0.5330 C5 B6

20.06.2018 24657.8 u5 A4 0.5219 C5 B6

21.06.2018 24461.7 u4 A5 0.4723 C4 B5

… … …

08.10.2019 26164.0 u7 A331 0.8959 C7 B9

09.10.2019 26346.0 u7 A332 0.9321 C7 B10

10.10.2019 26496.7 u7 A333 0.9534 C7 B10
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Abstract. The adoption of socio-economic, organizational and managerial deci-
sions in most cases implies the implementation of a procedure for multi-criteria
selection of alternatives, in which possible options for alternative solutions are
assessed according to two or more criteria. Obviously, such decisions include a
multi-criteria choice of investment strategies for certain projects. Actually, the
justification of the economic feasibility, the scope of the planned work and the
timing of their implementation, as well as a detailed description of the practical
development of the planned capital investments constitute the subject and content
of each investment project. The existing guidelines for assessing the feasibility
and effectiveness of investment projects involve the use of scalar evaluation crite-
ria based on financial and economic indicators. However, in real situations, these
indicators are still weakly structured. Based on this premise, the article discusses
the problem of evaluating investment projects, where the indicators of project per-
formance are considered in the form of qualitative evaluation criteriawith different
degrees of importance. The fuzzy method of weighted maximin convolution of
criteria was chosen as an assessment tool, which was tested on the example of ten
hypothetical investment projects.

Keywords: Investment project · Efficiency indicator · Expert assessment ·
Fuzzy set · Maximin convolution

1 Introduction

Multi-criteria evaluation of investment projects is the primary procedure in the process of
forming an “optimal” portfolio of investment projects. As a result, a comparative analysis
of alternative investment solutions is carried out, which makes it possible to justify the
financing of the most effective projects. In the mainstream of this topic, numerous devel-
opments are known. For example, in [1] a comprehensive approach to the comparative
analysis of investment projects is proposed, which involves the sequential implemen-
tation of the following steps: 1) formation of a system of indicators characterizing an
investment decision; 2) reasonable choice of the most effective projects using appropri-
ate methods of analysis and evaluation; 3) establishment of an integral criterion for the
final formation of the portfolio of investment projects.
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In [2, 3], to evaluate investment projects, we used five financial and economic indi-
cators, which are widely used in international calculation practice. These are: x1 – NPV
(Net Present Value); x2 – PI (Profitability Index); x3 – IRR (Internal Rate of Return);
x4 – PP (Payback Period); x5 – ROI (Return on Investment). Used in [2] the fuzzy
method of maximin convolution does not take into account the degree of importance of
these indicators, that is, the specific weights of these indicators in deriving the overall
assessment of the economic efficiency of the investment project. In the considered form,
this method, reflecting the “pessimistic” approach, ignores the “positive” sides of the
alternatives: it only identifies the best alternative, as having minimal disadvantages in
all indicators. Therefore, based on this premise, it becomes obvious the importance and
the relevance of a weighted multi-criteria evaluation of investment projects, which, in
fact, predetermined the topic of this article.

2 Problem Definition

The choice of a method for evaluating investment projects and forming an investment
portfolio is the prerogative of the investor. At the same time, the values of indicators
relative to certain investment projects are provided to the investor in the form of averaged
data, which do not always adequately reflect the economic efficiency of projects. In
reality, the values of the financial and economic indicators of investment projects should
be considered in the general case as weakly structured data, that is, those about which
their belonging to a certain type is known. This paradigm formed the basis of this
paper, which allows the use of fuzzy methods for multi-criteria evaluation of projects,
provided that the indicators xi (i= 1÷ 5) are qualitative evaluation criteria. The task is to
develop amechanism for a weightedmulti-criteria evaluation of investment projects and,
accordingly, their ranking, using the fuzzymaximin convolutionmethod. To demonstrate
this approach, ten investment projects were selected, the averaged values of performance
indicators of which are summarized in Table 1 (see [2]).

Table 1. Financial and economic indicators of investment projects

Project x1 NPV ($) x2 PI (%) x3 IRR (%) x4 PP (%) x5 ROI (%)

a1 1,100,000.00 1.14 28 1.80 28

a2 900,000.00 1.25 25 1.90 32

a3 700,000.00 1.35 40 1.60 36

a4 850,000.00 1.05 13 1.20 24

a5 550,000.00 1.45 20 1.40 25

a6 1,250,000.00 1.15 35 1.65 22

a7 300,000.00 1.20 24 1.50 26

a8 1,300,000.00 1.13 18 1.70 30

a9 1,500,000.00 1.24 15 2.00 23

a10 630,000.00 1.18 30 1.30 27
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Representing the indicators xi (I = 1 ÷ 5) within the system of comparative assess-
ment of the effectiveness of investment decisions in the form of linguistic variables, the
values of which are the weakly structured terms, it is necessary to adapt the fuzzy max-
imin convolution method to solving the problem of weighted multi-criteria evaluation,
ranking and selection of the best investment project.

3 Estimation of Alternatives by the Fuzzy Method of Weighted
Maximin Convolution

So, the indicators xi (i = 1 ÷ 5) of the effectiveness of investment decisions will be
considered as qualitative categories or linguistic variables of the form: x1 = “the net
present value”, x2 = “the value of the profitability index”, x3 = “acceptability of the
internal rate of return”, x4 = “payback period”, x5 = “the level of return on invest-
ment”, and the corresponding terms of the form: F1 = large, F2 = acceptable, F3
= appropriate, F4 = desired, and F5 = high as qualitative evaluation criteria. At the
same time, the numerical estimates of the considered alternatives are represented by the
degrees of compliance with these evaluative concepts. Starting from these assumptions,
let us discuss the essence of the applied method of weighted maximin convolution.

LetA= {a1, a2,…,an} is the set of alternatives, whichwill be considered as a discrete
universe, and F = {F1, F1,…,Fm} is the set of qualitative evaluation criteria, which are
fuzzy subsets of the discrete universe A. In general form these criteria can be represent
as following fuzzy sets

Fi = μFi (a1)/a1 + μFi (a2)/a2 + ... + μFi (an)/an (i = 1 ÷ m). (1)

Then, according to [3], the choice of the best alternative is based on the intersection
of fuzzy sets

F = F1 ∩ F2 ∩ . . . ∩ Fm, (2)

where, according to [4], the intersection operation is realized by following

μF (aj) = min{μF1(aj), μF2(aj), ..., μFm(aj)} (j = 1 ÷ n). (3)

The best alternative is considered aj (j = 1 ÷ n), for which the corresponding
membership function has the greatest value, i.e.

μF (aj) = max{μF (a1), μF (a2), ..., μF (an)}. (4)

In the decision-making process, the evaluation criteria Fi, as a rule, differ in degrees
of their significance. In this case, the expression (2) should be replaced by the weighted
intersection [3]:

F = Fα1
1 ∩ Fα2

2 ∩ ... ∩ Fαm
m , (5)

where αi is the weight of the i-th evaluation criterion. In this case, for the totality of all
weights, the following condition must be fulfilled:

∑m

i=1
αi = 1. (6)
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4 Fuzzification of Quality Evaluation Criteria

The set of solutions to the problem is characterized by the set of quality criteria xi
(i = 1 ÷ 5) (see Table 1), which are described by fuzzy sets of the form (1). As the
membership functions restoring these fuzzy sets, the following Gaussian functions are
chosen:

μi(u) = exp{−(u − ui)
2/σ 2

i } u ∈ [0, ui], (7)

whereui is themaximumvalueof the indicator xi among theprojects under consideration;
σ 2
i = ∑51

i=1 (u − ui)2/51 is the empirically selected mean-square deviation. Then, to
estimate the investment projects the evaluation concepts (quality evaluation criteria) can
be described by following fuzzy sets:

• large (the net present value): F1 = {0.8096/a1, 0.6217/a2, 0.4296/a, 0.5725/a4,
0.3038/a5, 0.9208/a6, 0.1494/a7, 0.9486/a8, 1/a9, 0.3682/a10};

• acceptable (the value of the profitability index): F2 = {0.8730/a1, 0.9451/a2,
0.9860/a3, 0.7977/a4, 1/a5, 0.8806/a6, 0.9155/a7, 0.8653/a8, 0.9396/a9, 0.9021/a10};

• appropriate (the internal rate of return): F3 = {0.7654/a1, 0.6586/a2, 1/a3,
0.2584/a4, 0.4759/a5, 0.9546/a6, 0.6217/a7, 0.4072/a8, 0.3134/a9, 0.8306/a10};

• desired (payback period): F4 = {0.9707/a1, 0.9926/a2, 0.8880/a3, 0.6217/a4,
0.7654/a5, 0.9130/a6, 0.8306/a7, 0.9354/a8, 1/a9, 0.6950/a10};

• high (the level of return on investment):F5 = {0.8636/a1, 0.9640/a2, 1/a3, 0.7189/a4,
0.7578/a5, 0.6381/a6, 0.7952/a7, 0.9208/a8, 0.6789/a9, 0.8306/a10}.

5 Identification of Indicator Weights Based on Peer Reviews

As noted, the efficiency of the investment project is the multifactorial category, which
is characterized by financial and economic indicators xi (i = 1 ÷ 5), which in varying
degree affect the overall estimation of the project. The identification of the weights
of these indicators implies: 1) ranking the indicators xi for their priority; 2) the group
assessment of the normalized values of the generalized weights of indicators xi based on
their relative influence on the level of project efficiency. A group of experts is involved in
the implementation of these procedures. Each expert is invited to arrange the indicators
xi according to the principle: the most important indicator is designated by the number
“1”, the next less important one – by the number “2” and then in descending order of
the expert’s preference. The obtained rank estimates of the indicators xi are entered into
a single database. Further, to establish the degree of consistency of expert opinions, the
Kendall’s concordance coefficient is applied. This coefficient demonstrates the multiple
rank correlation of expert opinions.

According to [5], the Kendall’s concordance coefficient is calculated by the formula:

W = 12 · S/[m2(n3 − n)], (8)
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where m is the number of invited experts; n is the number of indicators as influences on
the total assessment of investment project; S is the deviation of expert opinions from the
average value of the criteria ranking xi, which is calculated by the formula:

S =
∑n

i=1
[
∑m

j=1
rij − m(n + 1)/2]2, (9)

where rij ∈ {1, 2, 3, 4, 5} is the rank of the i-th indicator established by the j-th expert.
Now, suppose that rank estimates rij of the priority of indicators xi were obtained

by the independent survey of 15 experts. These estimates are summarized in Table 2. In
this case, according to formula (8) and S = 1466, calculated on the basis of (9) and data
from Table 2, the value of the Kendall concordance coefficient will be as

W = 12 · 1466/[152(53 − 5)] = 0.6516,

that, significantly exceeding the threshold value 0.6, indicates a fairly acceptable con-
sistency of expert conclusions regarding the degrees of importance of the criteria
xi.

Table 2. Expert estimates of investment project indicators

Expert Rank estimates (rij) and normalized values of the indicator weights (αij)

x1 x2 x3 x4 x5

r1j α1j r2j α2j r3j α3j r4j α4j r5j α5j

e1 5 0.05 2 0.30 4 0.10 3 0.15 1 0.40

e2 5 0.10 1 0.30 3 0.20 4 0.15 2 0.25

e3 4 0.10 2 0.25 5 0.05 3 0.15 1 0.45

e4 5 0.05 2 0.25 3 0.20 4 0.15 1 0.35

e5 5 0.05 4 0.10 3 0.15 2 0.30 1 0.40

e6 4 0.10 2 0.25 5 0.05 3 0.20 1 0.40

e7 3 0.15 5 0.05 2 0.20 4 0.10 1 0.50

e8 5 0.10 2 0.25 4 0.15 3 0.20 1 0.30

e9 4 0.10 3 0.15 2 0.30 5 0.05 1 0.40

e10 5 0.10 3 0.20 4 0.15 2 0.25 1 0.30

e11 4 0.10 2 0.25 3 0.20 5 0.05 1 0.40

e12 5 0.05 2 0.20 4 0.10 3 0.15 1 0.50

e13 4 0.15 2 0.25 3 0.20 5 0.10 1 0.30

e14 5 0.05 3 0.15 1 0.40 4 0.10 2 0.30

e15 5 0.05 2 0.25 4 0.10 3 0.20 1 0.40
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Preliminary calculations for identifying the weights of the indicators xi are carried
out in the form of averaging over groups of normalized estimates using an iterative
formula, which looks like

αi(t + 1) =
∑m

j=1
wj(t)αij, (10)

where wj(t) is the degree of competence of the j-th expert (j = 1 ÷ m) at time t, which
is calculated by the following equalities:

⎧
⎪⎪⎨

⎪⎪⎩

wj(t) = 1

η(t)

∑n

i=1
αi(t)αij, j = 1 ÷ (m − 1);

wm(t) = 1 −
∑m−1

j=1
wj(t);

∑m

j=1
wj(t) = 1,

(11)

where η(t) is the normalizing factor, determined as

η(t) =
∑n

i=1

∑m

j=1
αi(t)αij. (12)

The process of averaging over groups is completed under

max
i

{|αi(t + 1) − αi(t)|} ≤ ε, (13)

where ε is the calculation accuracy, which is accepted by user.
Assuming ε = 0.001 and the same degrees of expert competence at the initial stage t

= 0 (as wj(0) = 1/15), the average values for the groups of normalized estimates of the
weights of the indicators xi in the 1st approximation are obtained from (9) as

αi(1) =
15∑

j=1

wj(0)αij =
15∑

j=1

αij/15 (i = 1 ÷ 5).

As a result, we get the corresponding numbers: α1(1) = 0.0867; α2(1) = 0.2133;
α3(1)= 0.1700;α4(1)= 0.1533;α5(1)= 0.3767,which completely satisfy condition (6).
Nevertheless, it is not difficult to see that requirement (13) for this approximation is not
fulfilled. Therefore, to move to the next step it is necessary to calculate the normalizing
factor η(1) in the form:

η(1) = ∑5
i=1

∑15
j=1 αi(1)αij = 1.30 · 0.0867 + 3.20 · 0.2133 + 2.55 · 0.1700
+ 2.30 · 0.1533 + 5.65 · 0.3767 = 3.7097.
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Based on (11) or, more specifically, based on equalities:
⎧
⎪⎪⎨

⎪⎪⎩

wj(1) = 1

η(1)

∑14

i=1
αi(1)αij, j = 1 ÷ 14;

w15(1) = 1 −
∑14

j=1
wj(1);

∑15

j=1
wj(1) = 1,

the degrees of expert competences are updated, and they are assigned the corresponding
numbers: w1(1) = 0.0698; w2(1) = 0.0603; w3(1) = 0.0709; w4(1) = 0.0664; w5(1) =
0.0668; w6(1) = 0.0679; w7(1) = 0.0704; w8(1) = 0.0623; w9(1) = 0.0674; w10(1) =
0.0615; w11(1) = 0.0686; w12(1) = 0.0742; w13(1) = 0.0616; w14(1) = 0.0627; w15(1)
= 0.0690.

Further, assuming αi(2) = ∑15
j=1 wj(1)αij, in the 2nd approximation, the average

values for the groups of normalized estimates of the indicator weights are obtained in
the form of the following numbers: α1(2) = 0.0862; α2(2) = 0.2126; α3(2) = 0.1676;
α4(2) = 0.1528; α5(2) = 0.3808, which, as it is not difficult to see, satisfy condition (6).

Checking the obtained values of the weights for the fulfillment of condition (13), we
make sure that it is not satisfied again:

max{|αi(2) – αi(1)|}=max {|0.0862 – 0.0867|; |0.2126 – 0.2133|; |0.1676 – 0.1700|;
|0.1528 – 0.1533|; |0.3808 – 0.3767|} = 0.0042 > ε.

Therefore, it is necessary to calculate the following normalizing factor as

η(2) = ∑5
i=1

∑15
j=1 αi(2)αij = 1.30 · 0.0862 + 3.20 · 0.2126 + 2.55 · 0.1676
+ 2.30 · 0.1528 + 5.65 · 0.3808 = 3.7228.

In this case, the degrees of expert competences are the following corresponding
numbers: w1(2) = 0.0699; w2(2) = 0.0602; w3(2) = 0.0710; w4(2) = 0.0664; w5(2) =
0.0669; w6(2) = 0.0680; w7(2) = 0.0706; w8(2) = 0.0622; w9(2) = 0.0674; w10(2) =
0.0614; w11(2) = 0.0686; w12(2) = 0.0744; w13(2) = 0.0615; w14(2) = 0.0625; w15(2)
= 0.0691.

According to (9) and assuming αi(3) = ∑15
j=1 wj(2)αij, for the 3rd approximation

the average values for the groups of normalized estimates of the indicator weights are
obtained as following numbers: α1(3)= 0.0862; α2(3)= 0.2126; α3(3)= 0.1675; α4(3)
= 0.1528; α5(3) = 0.3809, which satisfy the basic condition (6). Moreover, as seen
from:

max {|αi(3)-αi(2)|} = max {|0.0862 – 0.0862|; |0.2126 – 0.2126|; |0.1675 – 0.1676|;
|0.1528 – 0.1528|; |0.3809 – 0.3808|} = 0.0001,
condition (13) is already satisfied. This means that α1(3), α2(3), α3(3), α4(3), α5(3) are
the final generalized weights of the corresponding indicators xi.
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6 Choosing the Best Investment Project and Ranking the Rest

According to (1) and (2), and taking into account various importance degrees for effi-
ciency indicators of investment projects, the set of optimal alternatives A can be obtained
by following intersecting of fuzzy sets Fi(a): F = Fα1

1 ∩Fα2
2 ∩ ...∩Fα5

5 , where, accord-
ing to [4], the j-th project (j = 1 ÷ 10) is considered the best, because the condition
μA(aj) = max{μA(a1), μA(a2), …, μA(a10)} is satisfied. In this case, the set of optimal
alternatives will be:

A = {min{0.80960.0862, 0.87300.2126, 0.76540.1675, 0.97070.1528,
0.86360.3809};min{0.62170.0862, 0.94510.2126, 0.65860.1675, 0.99260.1528, 0.96400.3809};
min{0.42960.0862, 0.98600.2126, 10.1675, 0.88800.1528, 10.3809}; min{0.57250.0862,
0.79770.2126, 0.25840.1675, 0.62170.1528, 0.71890.3809}; min{0.30380.0862, 10.2126,
0.47590.1675, 0.76540.1528, 0.75780.3809}; min{0.92080.0862, 0.88060.2126, 0.95460.1675,
0.91300.1528, 0.63810.3809}; min{0.14940.0862, 0.91550.2126, 0.62170.1675, 0.83060.1528,
0.79520.3809};min{0.94860.0862, 0.86530.2126, 0.40720.1675, 0.93540.1528, 0.92080.3809};
min{10.0862, 0.93960.2126, 0.31340.1675, 10.1528, 0.67890.3809}; min{0.36820.0862,
0.90210.2126, 0.83060.1675, 0.69500.1528, 0.83060.3809}} = {0.9457, 0.9324, 0.9298,
0.7971, 0.8830, 0.8427, 0.8489, 0.8603, 0.8233, 0.9175}.

As a result, the desired solution relative to the estimates of investment project effi-
ciency ak (k = 1÷ 10) is obtained by equality (4). In particular, we have: max{μA(aj)}=
max{0.9457, 0.9324, 0.9298, 0.7971, 0.8830, 0.8427, 0.8489, 0.8603, 0.8233, 0.9175}.
As one can see, the project a1 is the most effective with the final score of 0.9457. The rest
of the projects are ranked in descending order: a2 (0.9324), a3 (0.9298), a10 (0.9175),
a5 (0.883), a8 (0.8603), a7 (0.8489), a6 (0.8427), a9 (0.8233) and a4 (0.7971).

7 Conclusion

To make balanced decisions on the formation of the optimal investment portfolio, it is
advisable to use different approaches, including using weighted estimates obtained on
the basis of identifying the specific weights of project performance indicators. In [2], we
considered the solution of the problem by both traditional methods of scoring analysis
(Pareto and Bord) and fuzzy methods of analysis, including the fuzzy method of max-
imin convolution of criteria with the same degrees of importance. The results obtained
by all assessment methods are summarized in Table 3. The estimates, obtained using
fuzzy methods, differ from scoring relative to the best investment project. Significant
differences in the ranking of projects dictate the need to harmonize expert assessments
obtained at the stage of identifying the indicator weights with the process of forming the
implicative rules of the fuzzy inference system. It is obvious that such harmonization
can only take place within the framework of the unified expert group.
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Table 3. Ranking of investment projects by different methods of analysis

Project Pareto
method

Bord method Maximin convolution Fuzzy inference

Same importance Different
importance

Order Estimate Order Estimate Order Estimate Order Estimate Order

a1 3 32 3 0.7654 1 0.9457 1 0.8682 1

a2 1 38 1 0.6217 3 0.9324 2 0.8038 3

a3 2 38 2 0.4296 4 0.9298 3 0.7148 6

a4 10 11 10 0.2584 9 0.7971 10 0.5763 9

a5 7 23 8 0.3038 8 0.8830 5 0.6519 7

a6 6 28 6 0.6381 2 0.8427 8 0.8243 2

a7 8 21 9 0.1494 10 0.8489 7 0.5355 10

a8 4 29 5 0.4072 5 0.8603 6 0.7687 5

a9 5 32 4 0.3134 7 0.8233 9 0.7786 4

a10 9 24 7 0.3682 6 0.9175 4 0.6498 8
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Abstract. Themanuscript is devoted to the analysis of the economy of theRepub-
lic of Azerbaijan in the post-oil era on the basis of bilateral and multilateral rela-
tions of macroeconomic indicators in balanced and unbalanced open systems. For
this purpose, the interrelationships ofmacroeconomic indicators such as consump-
tion norm, investment norm, GDP structural efficiency and economic growth rate
[1, 2] were assessed based on the monthly values of the post-oil period (2015–
2020) that was obtained by Delphi survey method. This evaluation was imple-
mented by using interval analysis. In order to realise calculations, software as
M-files was created by using MathWoks Matlab 2017b. It was determined that
the Azerbaijani economy can be studied as a balanced open economic system in
March 2016, March, April and September 2020, and as an unbalanced open eco-
nomic system in the other period of the research cycle. Based on the conducted
analyses, the ideal interval values of the consumption norm, investment norm, and
GDP structural efficiency for regulating balanced and unbalanced open perfectly
economic systems of the Republic of Azerbaijan were determined.

Keywords: Consumption norm · Investment norm · GDP structural efficiency ·
Interval analysis · Post-oil period

1 Introduction

Azerbaijani economy can be divided into three stages in the independence period:

– the “transition period” (1991–2004) covers from the declaration of independence to
the receipt of income from oil contracts;

– the “big oil revenues period” (2005–2014) covers from the initiating of access of oil
revenues to budget, to the devaluation;

– the “post-oil revenues period” covers the post-devaluation period.
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While President Ilham Aliyev assessing the fall of oil prices during his speech at
a panel discussion on “The New Energy Equation” at the World Economic Forum in
Davos, Switzerland on January 21, 2016 Azerbaijan economy was preparing following
20 years for post-oil period. He expressed attitude as “this was unforeseen to us and
caused a difficult situation for our economy”. This was a signal that Azerbaijan was
experiencing a post-oil period.

In an interview with TASS (May 7, 2020), President Ilham Aliyev mentioned that
“the sharp decline in oil prices in recentmonthsmarks the beginning of the post-oil period
in the world economy,” noting that his country is already moving towards independently
fromoil production and prices.Hementioned that industrial production in the non-oil and
gas sector increased by 23% in the first quarter of 2020 and emphasized that we have to
realize some crucial issues such as to reduce the level of shadow economy for stablishing
robust economy, to develop infrastructure, to stimulate fields such as agriculture and
tourism, to utilize the potential of information and communication technologies, to
create suitable business environment for local and foreign investors, to support small
and medium enterprises.

However, from the early 2020, the manifestations of the COVID-19 pandemic began
to be observed in all countries, including the largest economies. The Republic of Azer-
baijan, as a part of the global world, was not left out of this trouble. Near to the end of
2020, the scale of changes in the dynamics of some macroeconomic indicators of our
country became even more noticeable. From this point of view, the analysis of macro
indicators of our country is significant.

2 Methodology

This study is focused to the analysis of the dependence of macroeconomic indicators
and norms expressing the effectiveness of norms and economic system in a balanced
and unbalanced open economy for the Republic of Azerbaijan [2–4]. These built depen-
dencies for macroeconomic indicators were analyzed by using interval analysis [5–8] of
macro indicators based on expert estimates determined by the Delphi survey method.

During post-oil period considering the monthly prices in 2015–2020, the economy
of the Republic of Azerbaijan was almost balanced (Ex ≈ Im) in the 2016M3, 2020M3,
2020M4 and 2020M9months, and in the remainingmonths it was unbalanced (Ex �= Im).
Therefore, some macroeconomic indicators can be assessed for balanced open economy
system (BOES) using the mathematical apparatus given in [1–3]. Unbalanced open
economy system (UOES) macroindicators can be assessed using the multilatperiodl
relationships given in [4].

The estimations were implemented using the following expressions [3, 4] (Table 1),
where b = ex – im, and b = 0 for BOES.
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Table 1. Mathematical expressions of the macroeconomic indicators’ interrelationships

c i ψ F

c
—

c = 1 − 2i − εb c = 1 − 1
ψ − εb c = 1 − 2

√
F

i i = 1−c−εb
2

—
i = 1

2ψ i = √
F

ψ ψ = 1−c−εb
2 ψ = 1

2i
—

ψ = 1
2
√
F

F F =
[
1−c−εb

2

]2
F = i2 F = 1

4ψ2
—

3 Computational Experiments

The results of the calculations can be analyzed in two directions:

3.1 Perfect Balanced Economy System (PBOES)

The results of calculations using bilatperiodl relations of macroeconomic indicators for
themonths 2016M3, 2020M3, 2020M4 and 2020M9, when the economy of the Republic
of Azerbaijan was a balanced open economy (BOE), are given in Table 2 and Fig. 1.
In perfect economy system, being consumption norm ≈0.5, is considered acceptable.
According to expert estimates, this norm was in the range of≈[0.3,0.37] in March 2016,
≈[0.4,0.5] in March and April 2020, and [0.45,0.54] in September of the same year.
However, being at the desired level of estimates which calculated on the basis of expert
assessment of investment norm and the GDP structural efficiency is the fact of being
at the desired level of macro indicators namely investment norm and GDP structural
efficiency. However, the undesirable value of the calculated value can be explained by
the discrepancy of economic growth rate. It has to be noted that calculated value was
estimated by using cperf = c(F) = 1 − 2

√
F which expresses the dependency of the

consumption norm services to the ratio of economic growth rate.

Table 2. Evaluated values of consumption expenditure norm according to expert and various
macronorms, for PBOE

cexp cperf = c(i) cperf = c(ψ) cperf = c(F)

Low Upp Low Upp Low Upp Low Upp

2016M03 0,31 0,37 0,49 0,60 0,51 0,62 −1,34 −1,10

2020M03 0,37 0,44 0,61 0,70 0,42 0,55 −1,07 −0,85

2020M04 0,42 0,50 0,45 0,57 0,16 0,35 −0,79 −0,61

2020M09 0,45 0,54 0,34 0,49 0,24 0,41 −1,15 −0,93
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a) b) c) 

Fig. 1. Calculated values of consumption expenditure norm for PBOE depending on various
indicators

Computed ratio of the investment norm depending on experts and macro indicators
are given in Table 3 and Fig. 2. In perfectly open balanced economy system, 0.25 can be
taken as the perfect value of the investment norm. According to the expression i = 1−c

2 ,
it can be said that macro indicators i and c are inversely related to PBOE, and the slight
lower prices of the consumption expenditure norm have led to a slightly higher value
of the investment norm. Calculated values of the investment norm based on the GDP
structural efficiency demonstrates that the GDP structural efficiency is at a perfect level
in 2016M03 and 2020M03when the economy of the Republic of Azerbaijan is balanced,
and it is at the level of ≈[1.8;2.5].

In the PBOES, the assessment based on the dependence iperf = i(F) = √
F of the

investment norm on the economic growth rate, suggests that a high economic growth
rate causes the investment norm unfeasible prices that are too high.

Table 3. Evaluated values of investment norm according to expert and various macro norms, for
PBOE

iexp iperf = i(c) iperf = i(ψ) iperf = i(F)

Low Upp Low Upp Low Upp Low Upp

2016M03 0,20 0,25 0,32 0,35 0,19 0,24 1,05 1,17

2020M03 0,15 0,19 0,28 0,31 0,22 0,29 0,93 1,03

2020M04 0,21 0,27 0,25 0,29 0,32 0,42 0,80 0,90

2020M09 0,26 0,33 0,23 0,27 0,29 0,38 0,97 1,08

Estimations for the PBOES have shown that relatively low consumption expenditure
norm and the highest economic growth rates can have undesirable consequences for the
GDP structural efficiency. The values of the GDP structural efficiency calculated on the
basis of the investment norm, are in the desirable and perfect limit (Table 4 and Fig. 3).
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a) b) c) 

Fig. 2. Calculated prices of investment norm for PBOE depending on various indicators

Table 4. Evaluated values of the GDP structural efficiency according to expert and various macro
norms, for PBOE

ψexp ψperf = ψ(c) ψperf = ψ(i) ψperf = ψ(F)

Low Upp Low Upp Low Upp Low Upp

2016M03 2,06 2,66 1,45 1,59 1,96 2,51 0,43 0,48

2020M03 1,73 2,24 1,59 1,80 2,59 3,31 0,48 0,54

2020M04 1,19 1,54 1,72 2,00 1,82 2,33 0,56 0,62

2020M09 1,32 1,70 1,83 2,18 1,52 1,94 0,46 0,52

a) a) a)

Fig. 3. Calculated values of the GDP structural efficiency for PBOE depending on various
indicators

3.2 Perfect Unbalanced Open Economy System (PUOES)

It can be mentioned that the Republic of Azerbaijan had an unbalanced open economy
(UOE) in 2015, 2016, 2017, 2018, 2019 and 2020. The perfect unbalanced open economy
(PUOE) can be analyzed using multilatperiodl relationships of macro indicators [4]. The
results of the calculations made for this purpose, are given at the Tables 5, 6 and 7, and
they are expressed visually in Figs. 4, 5 and 6.
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Evaluations for PUOE give opportunity to state that the investment norm and the
GDP structural efficiency for this period are almost desirable, however the economic
growth rate is very high. Thus, according to expert estimates, it can be considered perfect
in 2020, according to the investment norm of consumption expenditure norm and the
GDP structural efficiency, respectively.

Table 5. Evaluated values of consumption expenditure norm according to expert and various
macro norms, for PUES

cexp Cperf = c(i) Cperf = c(ψ) Cperf = c(F)

Low Upp Low Upp Low Upp Low Upp

2015 0,29 0,52 0,20 0,46 0,16 0,43 −1,17 −0,95

2016 0,27 0,54 0,21 0,47 0,13 0,41 −1,14 −0,92

2017 0,34 0,56 0,29 0,53 0,21 0,48 −1,14 −0,92

2018 0,32 0,58 0,38 0,63 0,25 0,54 −1,12 −0,91

2017 0,35 0,57 0,35 0,59 0,22 0,49 −1,17 −0,95

2018 0,41 0,58 0,28 0,52 0,34 0,58 −0,96 −0,80

a) b) c) 

Fig. 4. Calculated values of consumption expenditure norm for PUOE depending on various
indicators

The analysis of the evaluated values of the investment norm on the basis of depen-
dence on other macro indicators in PUOE demonstrates that the values are relatively
perfect that was calculated by expression iperf = i(c) = 1−c−εb

2 and the assessed values
can be considered perfect on the basis of the GDP structural efficiency.
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Table 6. Evaluated values of consumption expenditure norm according to expert and various
macro norms, for PUOES

iexp iperf = i(c) iperf = i(ψ) iperf = i(F)

Low Upp Low Upp Low Upp Low Upp

2015 0,24 0,30 0,14 0,32 0,25 0,33 0,97 1,09

2016 0,22 0,28 0,11 0,31 0,24 0,31 0,96 1,07

2017 0,17 0,22 0,08 0,27 0,20 0,26 0,96 1,07

2018 0,16 0,21 0,11 0,32 0,21 0,27 0,95 1,06

2017 0,19 0,24 0,13 0,31 0,24 0,31 0,97 1,08

2018 0,24 0,31 0,16 0,29 0,21 0,28 0,90 0,98

a) b) c) 

Fig. 5. Calculated values of investment norm for PUOE depending on various indicators

Table 7. Evaluated values of the GDP structural efficiency according to expert and various macro
norms, PUOES

ψexp ψperf = ψ(c) ψperf = ψ(i) ψperf = ψ(F)

Low Upp Low Upp Low Upp Low Upp

2015 1,54 1,99 1,55 3,47 1,65 2,11 0,46 0,51

2016 1,59 2,05 1,59 4,47 1,81 2,31 0,47 0,52

2017 1,95 2,52 1,88 6,02 2,29 2,92 0,47 0,52

2018 1,85 2,39 1,57 4,69 2,41 3,07 0,47 0,52

2017 1,63 2,11 1,62 3,76 2,05 2,62 0,46 0,51

2018 1,79 2,39 1,72 3,11 1,60 2,11 0,51 0,56

The expert assessment of the GDP structural efficiency of an UOES was higher in

2017 ψexp

∣∣∣∣
UOE
2017

= [1.95; 2.52]. However, taking into account the influence on other

macro indicators, its perfect value is ψperf

∣∣∣∣
UOE
2020

= [1.79; 2.39].
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a) b) c) 

Fig. 6. Calculated values of the GDP structural efficiency for PUOE depending on various
indicators

4 Conclusion

The economy of the Republic of Azerbaijan in 2015–2020, covering the post-oil period,
was investigatedon thebasis of expert assessments of indicators byusing interval analysis
on the basis of bilatperiodl and multilatperiodl intperiodctions of macro indicators. The
analysis revealed that economy in the case of balance, that means, Ex = Im, the perfect
interval values of macro indicators can be adjusted by choosing as follows:

cperf

∣∣∣∣
BOE

2020M 09
= [0.45; 0.54], iperf

∣∣∣∣
BOE

2020M 04
= [0.21; 0.27],

ψperf

∣∣∣∣
BOE

2020M 03
= [1.73; 2.24]

For PUOES the avperiodge annual perfect values of macroeconomic indicators can
be regulated by selecting as follows:
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Abstract. A study of the available mathematical models of the “Smart Home”
system, as a system that controls electrical loads, lighting, security, climate con-
trol, and media devices in households, has been carried out. The article presents
an overview of the most relevant devices that carry out the technical configuration
of the “Smart Home” system for controlling electrical appliances and the envi-
ronment, including air temperature, humidity levels, light, noise, as well as air
quality, security and alarms, cleaning and cleaning systems. It is noted that the
control of all these devices and subsystems, as a rule, is based on fuzzy logic, as
well as gamification as the use of fascinating elements that are usually present in
games, in real or productive actions. An overview of the most relevant modern
works devoted to fuzzy-multiple control of heating, energy saving, gates, light-
ing, watering, alarms, video surveillance is given; special attention is paid to the
model of connected thermostats based on gamification, as well as to complex
models of the “Smart Home” system. The second part of the review is devoted to
the theoretical foundations of modeling the Internet of Things based on fuzzy-set
models.

Keywords: Smart home · Fuzzy-multiple control · Internet of Things

1 Introduction

Smart home means a system that controls electrical loads, lighting, security, climate
control, media devices. The control of all these devices and subsystems, as a rule, is based
on fuzzy logic [1], as well as gamification ([2], Yu-KaiChou) as the use of fascinating
elements that are usually present in games, in real or productive actions. The main
advantage of the “Smart Home” system is that it simplifies the daily life of a person and
increases the comfort of living. One notable example is that lights throughout the house
can be turned off thanks to the voice assistant, without touching the switch. Almost
limitless options for possible scenarios will allow you to put the home on the alarm,
thereby de-energize all the sockets, leaving only a couple of necessary ones, turn on the
music, turn off the gas supply, close the curtains, regulate the temperature and leave it
with a calm sense of security.
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2 Smart Home System and Its Components

Today, there are a number of representatives who provide a complete set of smart home.
Refrigerator Samsung Family Hub 2.0 – helps you manage the rest of your Samsung

smart home appliances. The Samsung Connect app, integrated into Family Hub, expands
these capabilities: the platform is able to connect and control IoT devices, regardless of
whether they run on Android or iOS. Without interrupting cooking or chatting in the
kitchen, users can use the Family Hub display to turn on the AddWashTM or instruct the
POWERbotTM to start cleaning [3]. Climate technology is an area inwhichWi-Fi remote
control is gaining ground. For example, Haier’s Lightera Premium, Lightera Crystal and
Lightera DC-Inverter inverter air conditioners are equipped with this convenient and
modern feature as standard. In addition, the Lightera, Elegant, Family and Tibio non-
inverter split systems included in the 2017 model range can be retrofitted with a Wi-Fi
module as an option [3]. Remote control of the REDMOND SkyWaterHeat 802S smart
water heater is performed using the Ready for Sky mobile application. Working on a set
schedule, the device will heat the water for you to wake up in the morning and return in
the evening after work, or it will keep the water warm throughout the day if you have a
day off and you spend time at home [3].

Smart kettle Xiaomi Mi Smart Kettle is an innovative electric kettle with the pos-
sibility of smart control via a smartphone via Bluetooth 4.0 connection. The device
has a laconic, minimalistic design, a double body and a convenient handle with a but-
ton for opening the lid [4]. Xiaomi Mi Water Purifier White – Using reverse osmosis
technology, not only pathogens and antibiotics are removed, but the water is also puri-
fied from impurities of heavy metals, scale. Thanks to a four-level filtration system and
multi-layer purification, the likelihood of secondary pollution is eliminated [4]. Robot
vacuum cleaner Xiaomi Xiaowa Robot Vacuum Cleaner Lite is a home assistant who
will do the cleaning for you, and in addition, before you return home from work [4].
Smart curtains Xiaomi Aqara Smart Curtain – With just a light press on the dedicated
wireless switch (not included), you can open and close the smart curtains. Using your
smartphone, according to your rhythm of life, you can independently set the time when
the curtains should open or close [4].

Ezviz Husky Air 1080p is a Wi-Fi surveillance camera that you can connect to
from your smartphone. It transmits not only the image, but also the sound, and in two
directions, so you can observe and talk [5]. Rubetek RS-3210 is an opening sensor that
will notify you when a window or door is opened [5]. Chipolo Classic is a keychain
tracker that will help you easily find a thing if it is lying around somewhere [5]. Xiaomi
Mi LED Smart Bulb - this smart bulb is equipped with its own Wi-Fi module, so it can
directly connect to a smartphone without a gateway. You just need to install theMi Home
App [5].

WiFi relay SonoFFWorld On -WiFi relay for controlling any electrical appliance or
device from a smartphone via the Internet [6]. Smart GSM socket SC1-GSM.Allows you
to turn on and off the equipment remotely via SMS commands, voice calls or buttons on
the case [6]. The Broadlink A1 e-Air smart home control system (sensors) is a device for
monitoring the quality of the living environment: air temperature, humidity, light, noise,
and air quality [6]. Universal remote control for smart home BroadLink RM Pro, which
allows you to control almost all household appliances via Wi-Fi or the Internet, using
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an Android or IOS device to control: heaters, air conditioners, TVs, audio systems and
other devices with an IR remote control [6]. Smart wireless Wifi socket BroadlinkWiFi
Smart Socket, which allows you to see the online status, as well as turn on/off any
electrical device via the Internet, set timers for turning on/off [6]. Door stop alarm with
a siren (signal stop for the door) Door Stop Alarm, which counteracts intruders trying
to enter the house by means of an alarm [6]. Autonomous motion sensor with remotes
and siren FL1770 detecting movement within a radius of 8 m around the house [6].
WiFi Ceiling SonoFF: lighting control via smartphone from anywhere in the world [6].
Autonomous water leakage sensor (water leakage alarm) [6]. Sapsan gas leakage control
system designed for installation in rooms where gas stoves, gas boilers or any other gas
equipment are used [6].

3 Management of “Smart Home” and Its Subsystems Based
on Fuzzy Logic and Gamification

The control of all these devices and subsystems, as a rule, is based on fuzzy logic. This
is due to the fact that models based on fuzzy logic allow us to more fully describe all
aspects of uncertainty inherent in processes and things in the world around us. Let us
give a brief overview of fuzzy models for the implementation of the Internet of Things
using the example of the implementation of the “Smart Home” system. Let us consider
the control models described in the literature both for individual units of the “Smart
House” and for the entire system as a whole.

3.1 Control of Individual Smart Home Systems

Heating Control. The fuzzy-multiple model proposed in [7], which allows
autonomously, without human intervention, to control the level of heat in the house.
The system controls a device that changes the temperature and keeps it comfortable
for life. To implement the model, the Visual Studio 2017 environment was used using
AForge.NET Framework and the A Forge.Fuzzy library. AForge.NET Framework is
a C# framework designed for developers in the fields of artificial intelligence, neural
networks, genetic algorithms, and machine learning. The framework consists of various
libraries designed to solve different problems. In particular, the AForge.Fuzzy library is
designed to work with fuzzy computations.

Energy Saving. In [8], the systems of energy efficient control of building heating, based
on fuzzy sets and ensuring themaintenance of the required comfortable air temperature in
the premises, based on the assessment and processing of data from external and internal
conditions, were considered.

Goal. In [9], a system of automatic control of a barrier using intelligent technologies of
fuzzy inference and computer vision is proposed. The article is devoted to improving the
quality of the vehicle access control and management system based on the technology
of vehicle license plate recognition. The factors influencing the reliability of recognition
and the quality of the system as a whole are determined. A structural diagram of an
intelligent control system and algorithms for the joint functioning of computer vision
and fuzzy logic systems are proposed.
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Lighting. In [10], actual problems of intelligent control of lighting are considered,
which have become possible to solve using modern light-emitting devices, computer
technology and fuzzy logic.

Watering. In [11], on the basis of a comparative analysis in the field of automated
watering of tea plantations, the task was set to create an intelligent control system for
watering tea bushes. A fuzzy algorithm with its implementation on Fuzzy Logic (based
on MATLAB) is proposed for modeling the irrigation control process.

Video Surveillance. The system of fuzzy-multiple video surveillance control is con-
sidered in [12].

Signaling. In [13], the authors considered the problem of assessing the security of
wireless, including automobile, signaling from unauthorized access. The analysis of
open sources showed that at present such methods do not exist. The authors of the article
propose to use a simple and visual apparatus of fuzzy logic to carry out a quantitative and
qualitative assessment of the security of the signaling radio channel from unauthorized
access.

Thermostats. In [14], connected thermostats (CTS) are often considered to save less
energy than predicted because consumers may not know how to use them andmay not be
saving energy. In addition, somemodels performaccording to consumer expectations and
are thus not used as intended. As a result, CTSs save less energy and are underutilized in
households. To save energy, [14] proposes a system of gamification and serious games,
adapted by a fuzzy logic system to motivate connected thermostat consumers. This
intelligent gamification framework can be used to customize gamification and serious
gaming strategy for each consumer so that fuzzy logic systems can be tailored to meet
the needs of each consumer.

3.2 Complex Models of the “Smart House” System

The article [15] examines the main aspects of the reliability of the “smart home” system:
the presence in the building of a unified control system for all engineering systems;
availability of computing power sufficient for decision-making; elimination of all main-
tenance personnel of the building and transfer of control functions, decision-making and
execution of actions to the “intelligent center” and its subsystems; the ability to instantly
turn off computer control of a smart home and transfer control functions to a person;
own automation, ensuring their safe operation when the central control is turned off; the
system must be configured for expansion.

In [16], an algorithm is considered for optimizing information exchange processes
in security and monitoring systems of the automated control system, based on the use
of a closed exponential model of a queuing network and characterized by the ability to
operate with fuzzy sets. Article [17] is devoted to the application of the theory of fuzzy
sets in the problem of forming a portfolio of the “Smart House” project. The article [18]
argues that smart home scenarios are pre-programmedbehavior of the smart home system
for a particular event. The work [19] discusses methods of building and controlling an
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intelligent home based on such functions as: optimization of lighting, heating, protection
and control of the house remotely, usingmobile devices and special key fobs. Article [20]
is devoted to the creation of an integrated application solution for smart home control
based on Andurino. In [21], general characteristics of specialized interfaces used in
the design of “smart home” systems are given, as well as the possibilities of studying
controllers, sensors and actuators working with these interfaces are considered.

In [22], an overview analysis of the current state of engineering systems, controls,
platforms and data transfer protocols of home automation systems is given; the direction
of development of home automation systems is determined by the introduction of speech
control technologies and the use of the Z-Wave wireless data transfer protocol. In [23],
various research papers on awide range of energymanagementmethods for smart homes
are considered, aimed at reducing energy consumption and minimizing energy losses.
The idea of a smart home is being developed, followed by a review of existing energy
management methods, which, as a rule, work on the basis of fuzzy logic, heuristic
methods, neural networks and evolutionary algorithms.

In [24], general principles for the implementation of a software and hardware com-
plex for intelligent control of engineering equipment in the “smart home” system are
proposed. The principles are in the use of standard equipment connected by open data
transfer protocols, in the allocation of three levels of control (physical, logical and intel-
lectual) and the use of a distributed knowledge base that allows remote control.The article
[25] analyzes the loads generated by the consumers of the “smart home”, considers the
equipment for the implementation of the power supply control system for the “smart
home”, provides an analysis of possible circuit solutions for the power supply of the
“smart home”.

4 Theoretical Foundations of Modeling the Internet of Things
Based on Fuzzy-Set Models

In [26], the process of designing complex technical systems (CTS) is considered, which
is an iterative process andwhich is characterized by significant expenditures of resources
(financial, labor, time), execution of a large amount of documentation, as well as many
emerging risk situations. In [27], a methodology and an example of using the capabilities
of the frame model with the use of the apparatus of fuzzy logic in procedures-daemons
of frames is given. This technique can serve as a basis for the development of infor-
mation support for an automated monitoring system. In [28], mathematical models and
methods of multicriteria selection of the best solutions with fuzzy initial information
for the “Smart House” system are considered. A method of representing an indistinctly
described situation by a representative vector is given, which makes it possible to reduce
the complexity of finding a standard for a given class of fuzzy situations, an example of
finding a reference situation is considered.

In [29], algorithms for controlling electromechanical systems using the theory of
fuzzy logic are considered, the main provisions of their synthesis are given, methods
for analyzing their stability based on fuzzy Lyapunov functions are considered. The
main methods of forming a logical solution used in the design of various types of
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regulators with fuzzy logic, proposed by Zade, Mamdani, Takagi, Sugeno and Mendel,
are described; a typical block diagram of such regulators is given in general form.

In [30], the results of interaction of the classical and fuzzy regulators of an automated
control system are presented. It is based on a classic PID controller and a fuzzy controller,
the rule base of which can be generated in an automatic mode. A standard Mamdani
fuzzy inference algorithm is considered, on the basis of which a hybrid algorithm for
forming a base of rules of a fuzzy controller is proposed, which allows obtaining the
desired control depending on the degree of complexity of the problems being solved.
The key difference of the proposed hybrid algorithm is the change in the main stages of
fuzzy inference, implemented in the standard Mamdani algorithm, in particular, the first
stage is the fuzzification stage, the second is the stage of forming the base of the rules
of the fuzzy regulator. In [31], an algorithm for tuning systems of the Mamdani type is
proposed, which uses the principle of a proportional-integral controller with a limited
integral component to adjust the rules of fuzzy inference. Since the classical methods of
the theory of automatic control work well for a completely deterministic control object
and a deterministic environment, the materials of this work [32] propose fuzzy control
methods for systems with incomplete a priori information and high complexity of the
control object. The block diagram of an automatic control system based on fuzzy logic
is considered.

The goal and objectives of work [33] are to develop a fuzzy model for managing
production facilities operating under conditions of a priori uncertainty, followed by an
assessment of its accuracy. Article [34] is devoted to the consideration of the application
of fuzzy logic controller in control systems and the analysis of existing research methods
in the field of intelligent control technologies for solving the problems of adapting the
applied models and algorithms to various objects and systems, in particular to systems
for maintaining the microclimate parameters of the building’s life support environment,
and also determining the basic parameters for increasing the economic efficiency of
using a fuzzy logic controller in a control system.

The work [35] describes the use of fuzzy control in various control systems for the
parameters of technological processes, in particular, in systems where the objects of
regulation are rooms in which it is necessary to regulate the microclimate parameters.

In the article [36], a system of automated control of modes of maintaining the desired
climate in residential premises is considered. Comfortable conditions are mainly deter-
mined by the indoor air temperature. A fuzzy controller is proposed for efficient tem-
perature control (heating, ventilation and air conditioning). Fuzzy logic air conditioning
control has an advantage over traditional PID control on three main criteria, namely
robustness, response speed and energy savings. In [37], a model of the ventilation system
is considered, taking into account the unevenness of the heat load and the gas compo-
sition of the air. Methods for the development of intelligent control systems for electric
drives of ventilation and air conditioning systems are proposed. As a result of work
[38], transient processes were obtained, for which quality indicators were determined.
Comparison and analysis of the results obtained made it possible to draw a conclusion
about the advantages of one regulator over another.
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5 Conclusion

At the present time, fuzzy logic has a great influence on our everyday life, simplifying
it and making ordinary everyday things much more pleasant and convenient, so that
today can be called the future, because it contains such systems and adaptations that
simplify our life. But still, not everything is as simple as it seemed at first glance, all
these devices and systems depend on their manufacturer, and if you have one application
on a smartphone from each manufacturer, then over time the phone’s memory will be
crammed with various applications for a “smart home”, therefore the best solution is to
adjust one smart home interface with which the user can customize (change) and satisfy
his needs and demands in one equipped system, which is equipped with a set of smart
devices.
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A Fuzzy Logic Approach for Evaluating
the Effectiveness of the Use of Information
Technology in an Industrial Enterprise

Nusrat Muradov(B)

UNEC, Baku, Azerbaijan

Abstract. One of the main tasks and directions of the “Strategic Road Map” of
the Republic of Azerbaijan is the application of modern information technology
(IT) to increase economic efficiency in industrial enterprises of the country. The
choice of this direction is the active use of all sectors of the economy, including
industry. Creates conditions for intensive development. The use of information
technology in industrial enterprises increases their competitiveness, expands the
opportunities to integrate their relations into the international economy, as well
as improves the management system of social and economic processes at the
macro andmicroeconomic levels. However, there are a number of internal reasons,
including the weak legal framework, the unwillingness of many industries to join
effective management technologies, as well as ICT, the effective market for goods
and services, including a single information infrastructure and e-commerce. Lack
of information support: low level of training in the field of creation and use of
ICT: obstacles due to shortcomings in the regulation of economic activity when
exporting industrial products to domestic and foreign markets: High monopoly
within the network service leads to negative consequences. To overcome this
problem, it is advisable to approach the assessment of the effectiveness of the use
of information technology in an industrial enterprise with fuzzy logic.

Keywords: İnformation · Technology · Economy · IT · Fuzzy logic

1 Introduction

An integral approach to assessing the effectiveness of the use of IT in an industrial
enterprise has been implemented in the following areas:

– calculation of weights with the help of Fishber school;
– calculation of differentiated indicators for individual groups;
– finding a generalized integral indicator for each individual group;
– determining the efficiency achieved in the use of information technology.

Recall that all calculations are for the mining industry, processing industry, energy
sector, water and sewage treatment plants.
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At the same time, information-analytical system (IAS), integration indicators of the
effectiveness of a set of measures to ensure information security, etc.

We will first consider the essence of the above approaches [1].
In general, an information and analytical system (IMS) can be presented as a model

for estimating the total value of property: [1]

TCO =
∑

invk (1)

TCO, where the IAS is common property costs; Group k inversion costs, which
include: capital (purchase of equipment, integrated and applied software); management
and ownership (internal and external activities); with hardware and software technical
support); development of an application program by a firm or an external partner; about
the application of the system [2].

Evaluating the effectiveness of IAS implementation is a system of quantitative and
qualitative indicators. Quantitative indicators are defined as follows: income growth;
reduction of production cycle; cost reduction; increase the efficiency of resource use;
increase the level of customer service, reduce production defects, etc.

In addition to the measured indicators, quality effects are also observed in the imple-
mentation of the system: increasing the company’s investment attractiveness; increase
of organizational culture; formation of an IP, increasing the value of IT, etc.

Expert assessments can be used to assess quality indicators [2].
The analysis of the effectiveness of the IAS implementation project should be carried

out by calculating the discounted DP, which allows to make a rational decision on
the application of IP. A number of adjustments need to be made to the well-known
methodology for calculating development indicators: as an investment, the total capital
costs of the IMS and the timely delivery of the TCO to the project are taken into account.
To assess the effectiveness of investment projects from these positions, the following
discount indicators are the criteria for the integrated evaluation of IT projects: investment
return index, internal rate of return, discounted return on investment [3].

An important step in this work is to use a single indicator of the effectiveness of a
number of measures to ensure information security. To do this, we must assume that S is
a significant number of security services for firm; N - number of security measures that
can be applied to ensure IS; such as a1, a2,… – the importance of a separate security
service.

This method allows the calculation of the general conditions of pre-
reading/negligence of factors relative to each other in the weight of Fishburn and ensures
the fulfillment of the following conditions:

We show the process data in more detail. In particular, we describe the technical
efficiency Et

ij, which reflects a value that provides a j-th security service (I = 1,…, N; j
= 1) at the required level of the i-th set of measures during this period…. S).
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As a result of computational experience, the Et
ij account can be obtained. According

to this model, sets of protective measures weaken or eliminate IP vulnerabilities, which
leads to a reduction in the likelihood of an attack, which in turn has a positive effect on
the state of IS services [3].

After findingEt
ij by solving the problemof choosing the optimal option, it is expedient

to use an additional part of TE calculations for the i-th package of measures, which can
be written in the following form:

Et
ij =

∑s

j=1
ajE

t
ij (2)

Such a choice of the FC criterionwould be positive if the requirements for aminimum
level of each of the important IB services are met. The set of restrictions that reflects
these requirements, in fact, determines the number of acceptable options, among which
it is necessary to find the optimal one [4].

By determining the TE indicators for all possible sets of PU security, it is necessary
to determine the most optimal complex selection criteria from the EE point of view.

Adaptation of industrial production to market changes, as well as the formation of a
synergistic effect in the form of progressive growth of the most important parameters is
possible only through the introduction of innovations in the field of IT. However, inno-
vative activities can only be carried out with sufficient financial resources and favorable
conditions [4].

In modern conditions, investment opportunities are limited for individual firms and
the state as a whole. Therefore, effective innovative activity in the industrial sector of
the economy is under the force of large, multi-faceted vertically integrated combinations
of holding structures. At the same time, such associations confirm their ability to create
the necessary conditions for a synergistic impact in the implementation of investment
activities.

Therefore, the actual creation of a quantitative assessment of the effectiveness
of investment indicators of vertically integrated industrial structures in innovation
investments [5].

In this regard, experience shows that the level of innovation efficiency of innovation
activity (EINA) can generally be calculated on the basis of a model that determines the
profitability of a firm in innovative products:

EInA = P∂on

ZUH
(3)

Here, P is the additional income generated by the introduction of innovative products.
As can be seen, the features of organizational and management innovations allow

us to evaluate EE very accurately. The types of importance of the firm are so diverse
that indirectly allowing us to conduct a comprehensive assessment of the results of
innovative changes in the SED database, which provides a single information space
within the firm as an element of innovation, indirectly providing storage and retention
of certain documents in AOC effect (see Table 1).
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Table 1. Types of efficiency from the application of innovations based on EDS and the possibility
of their evaluation.

Types of efficiency Impact, appropriate indicator
effectiveness

Quantitative evaluation

Open/it is not clear Directly/indirectly

Personnel productivity It is clear Indirectly Possible

Management costs ¬
Nosta

It is clear Indirectly Possible

Profit from management
activities

It is clear Indirectly Possible

ESA control system It is clear Indirectly Possible

Total profitability It is clear Indirectly Possible

Business activity It is clear Indirectly Possible

Management
decision-making speed

Covered Indirectly Difficult

The effectiveness of
ICT

Covered Indirectly Difficult

There is no universal formula for evaluating the effectiveness of new IT and organi-
zational and management innovations based on them. Valuation procedures have both
direct and indirect effects on income and expenses, respectively.

The economic sense is defined in many senses, even in the economic sense. Similar
to the concept of “influence”, there is a broad and narrow approach to the definition of
its essence:

– achieve certain results at the lowest possible cost;
– purchase of the maximum volume of products from a certain number of resources;
– distribution of available resources between branches, as it is impossible to increase
the production of any goods without interrupting the production of other products.

These approaches donot apply to forecasting, so it is necessary to use amoreobjective
meaning of this concept. Efficiency refers to the relative impact of a process or robbery,
defined as the ratio of costs to the cost of delivery of the receipt [5].

It should be noted that the implementation of CRM through IT is not short-lived. In
particular, this is due to the lack of an appropriate system of measures as a result of the
application of the OIE.

Thus, in order to assess the effectiveness of the use of information technology in
an industrial enterprise, the opinions of experts were studied and modeled in the fuzzy
section of the Matlab program.
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2 Application of Fuzzy Logic

Fuzzy logic, fuzzy or fuzzy logic is a logic structure that was formed as a result of an
article published by Lütfü Aliasker Zade in 1965 [6–9].

Fuzzy logic is based on fuzzy sets and subsets. In the classical approach, an object
is either a member of the set or it is not [9, 10]. When expressed mathematically, it takes
the value “1” if the object is a member of the set in terms of its member relationship
with the set, and “0” if it is not a member of the set. Fuzzy logic is an extension of
classical set theory [11–13]. In a fuzzy set, each object has a degree of membership. The
membership degree of the object can be any value in the range (0, 1) and is represented
by the membership function M(x) [13–15].

In this study, an assessment was made between the traditional method and the man-
made method based on the Sugeno-type Fuzzy Inference System, and as a result, the
advantage of the proposed model was chosen. In order to solve the problem, the MAT-
LAB program developed a derivative system based on fuzzy logic with 3 inputs – 1
output type and 18 conditional constraint rules (Table 2).

Table 2. Expert opinions

Place Experts

Expert1 Expert2 Expert3

Mining industry enterprises Medium Good Important

Production facilities Good Medium Useless

Energy sector enterprises Useless Medium Effective

Water and waste treatment facilities Very Good Excellent Very Good

The input parameters are:

1) “Expert1”,
2) “Expert2”
3) “Expert3”,

The output parameter is unique: Value.
Figure 1 shows the FIS-Editor editing window of the QSTS development phase.
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Fig. 1. FIS-Editor editing window

The following triangular fuzzy numbers are used for criteria evaluations:
Useless = � (0 0 15); Middle = � (0 15 30); Important = � (15 30 45); Effective

= � (30 45 60); Good = � (45 60 75); Very Good = � (60 75 90); Excellent = � (75
100 100).

In order to achieve the output, the system needs to be trained according to the input
data.Membership function parameter training should be included to obtain training infor-
mation. The training process is stopped when the maximum epoch number is reached
or the training error level is reached.

Thus, the following results were obtained with fuzzy logic (see: Table 3):

– for extractive industry enterprises – 0.810;
– for production enterprises – 0.376;
– for enterprises in the energy sector – 0.651;
– for water and sewage treatment plants – 0.549.

Table 3. Phase III. Evaluation of the effectiveness of information technology research in industrial
enterprises

Industrial enterprises Find the generalized integral index for each group (Y)

Integral indicator (Yi) Number of group
indicators (d)

Number of experts
(weight ratio) (sn)

Mining industry
enterprises

0,810 4,049 0.2

Production facilities 0376 2,114 0.178

Energy sector
enterprises

0.651 4.20 0.155

Water and waste
treatment facilities

0.549 2.892 0.190
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As can be seen, the closest integration processes in the field of information technology
are in the enterprise industry (0.810), which is explained by the use of the most modern
innovative technologies alongwith the technological processes of the extractive industry.
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Abstract. Thedurable and reliableworkof compressormachines and their techni-
cal security have great practical importance in reducing the environmental impact
of hydrocarbon transport. Investigation and control of the vibration processes of
these machines by sensors are current problems for oil and gas transportation. Pis-
ton and centrifugal machines are heavy-duty systems that are still failure-prone
due to high stresses and wear proses. Specialized methods will be developed for
the influence of impacts, vibrations, temperature, film lubrication and unified sys-
tem model. The research efforts will lead to more reliable and efficient design
alternatives for reciprocating machines which are used for the transport of oil and
gas and will thus contribute directly to the competitiveness of a key industry in the
Caspian Sea - Black Sea Region. The durable and reliable work of compressor-
pump stations used in the oil and gas industry has great importance for practice.
The article investigated the main causes of failures through the collection and
analysis of data from different parts of the machines are used for transportation
the oil and gas resources using sensors. The need for planned technical diagnostics
of aggregates was sufficiently justified. The main causes of malfunctions of these
machines and their causes were identified. It is noted that the statistical unbalance
is characterized by a high amplitude of vibration signals. Finally, we explain how
we can determine the existence of a statistical unbalance using graphs constructed
using these vibration signals.

Keywords: Dynamics · Compressor · Vibration · Sensors · Diagnosis ·
Reliability · Stability

1 Introduction

Different heavy loaded machines and equipment (compressors and pumps) are used in
the pipelines used for transportation of oil and gas resources. The durable and reliable
work of machines and their technical security have great importance for reducing the
environmental impact of hydrocarbon transport and exploitation of oil and gas resources.
Piston and centrifugal machines are heavy-duty systems that are still failure-prone due
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to high stresses and wear proses. Specialized methods will be developed for the influ-
ence of impacts, vibrations, temperature, and film lubrication and unified in a system
model. The research efforts will lead to more reliable and efficient design alternatives
for reciprocating machines which are used for the transport of oil and gas and will thus
contribute directly to the competitively of a key industry in the Caspian Sea - Black
Sea Region, for example in Baku-Tbilisi-Ceyhan (BTC) Main Oil Pipeline, there are 8
pump-compressor stations (2 stations in Azerbaijan, 2 stations in Georgia and 4 stations
in Turkey territory). Besides BTC today the region is functioning the Trans Adriatic
Pipeline (TAP) which transported Caspian natural gas to Europe (Fig. 1). Connecting
with the Trans Anatolian Pipeline (TANAP) at the Greek-Turkish border, TAP will cross
Northern Greece, Albania, and the Adriatic Sea before coming ashore in Southern Italy
to connect to the Italian natural gas network.

Fig. 1. The pipelines for transport of oil and gas in the Caspian Sea - Black Sea Region.

The energy security of the Black Sea - Caspian Sea Region depends on the technical
conditions -reliability and durability of the machines and equipment used in oil and
gas pipelines in Region. The overall goal of project is development of integrated model
of the piston machine system that is than used to evaluate and improve current design
and increase the environment conditions. Providing the technical security of oil and gas
pipelines is one of the very important problems of exploitation and transport in oil and
gas industry.

2 The Mechanical Characteristics Analysis
of the Compressor-Pump Stations

It is well known that widely used piston and centrifugal machines for the exploitation
and transportation of oil and gas resources are widely used. Investigation and control of
the vibration processes of these machines by sensors are current problems for oil and
gas transportation. Therefore, in this research, we consider both piston and centrifugal
pumps and compressors which are important for practice.

Compressor-pump stations used on the oil and gas pipeline for transport of these
mineral resource. Current methods of reciprocating and centrifugal machinery design,
see e.g. [1, 2], are based on partial empirical relations and do not take into account
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many of the factors that are affecting the mechanical and thermodynamic processes in
these machines. To date, no applied formulas are available for durability and reliability
of the parts, for mechanical losses in the bearings, for energy losses in the kinematical
couples of machines used in the oil industry, nor has there been basic research of the
impact phenomena in these kinematic couples. On the other hand, very detailed models
leading to computer intensive simulations have recently been developed for piston ring
dynamics in the context of blow-by estimation [2], for lubrication conditions of the
ring/liner contact [3], for dynamically loaded bearings and for stress and failure analysis
of assembly parts. However, until now, the insight gained with these models have not
found the way into more detailed models for reciprocating machines such as piston and
centrifugal compressors. To this end, a modular systemmodelling approach as described
below combined with model reduction is necessary in order to keep the computational
efforts in reasonable magnitudes.

Thus, it is required to ensure efficient operation of machines to reduce the substan-
tial losses and possible downtime that may be caused by these reasons. Analysis of the
literature shows that the method of measuring parameters of parametric data was used
when conducting technical monitoring and signal processing to analyze vibration signals
from oscillating machines, etc. [4, 5]. The ultimate goal of the Structural Health Mon-
itoring (Structural Health Monitoring – SHM) system using sensors is to improve the
decision-making process in order to ensure reliable protection of the structure in case of
failure [6]. The difficulty is associated with an increase in the number of machine parts
and their functionality, which hampers and complicates the procedure for monitoring
the technical condition. In the assessment procedures of the situation in order to reduce
the complexity in recent years, a new method of monitoring the technical condition
has been developed, based on a data-driven approach (data-driven methods) [7, 8]. It
is known that there are many causes of damage to the units. They are: Misalignment;
Unbalance, mechanical looseness; eccentric rotor; curved shaft; resonance; rolling ele-
ment bearing defects; gears defects; blades and vanes; pumps and compressors, related
problems; electrical problems and etc. [9]. Some of these cases, such as misalignment,
unbalance, curved shaft, resonance, eccentric rotor, etc., can cause a statistical unbalance
[10–12]. Approaching the speed of rotation of the shaft to a critical value is appeared
by an increase in the vibration of the shaft. Most shafts and axles work in the subcritical
region. To reduce the danger of resonance, the stiffness of the shafts increases, and the
frequency of their rotation decreases n ≤ 0,7ncr. To increase the bending stiffness of the
shafts and axles, it is recommended to place the parts on them as close as possible to the
stops. The criterion for the rigidity of the shaft are the conditions for proper operation
of gears and bearings, as well as vibration resistance. Thus, the main criterion for the
effectiveness of shafts and axles is their strength and rigidity. For the shaft or axle to
work, especially for long shafts it is necessary to ensure: bending stiffness, torsional
stiffness.

3 Analytical Analysis of the Transverse Oscillations of Vibrating
Parts of Machines

Designed elements, taking into account the provision of static or fatigue strength, some-
times fail due to insufficient rigidity or vibration. The issue of the stability of the shaft
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of rotating machines is important for its normal operation. The differential equation of
transverse oscillations of the machines under the action of general resultant forces N
acting on their vibration elements (varying in size and direction depending on time), has
the form:

∂4y

∂x4
− N

EJ
.
∂2y

∂x2
+ m

EJ
.
∂2y

∂t2
= 0. (1)

Where y is the deflection of machine part, m is where mass is per unit length and EJ
is bending stiffness in the plane of oscillation of the shaft.

We will look for a solution to this equation in the following form:

y(x, t) = S1(x)cos
ωt

2
+ T1(x)sin

ωt

2
+ S2(x)cosωt + T2(x)sinωt (2)

Where S1(x), S2(x), T1(x), T2(x) are unknown funktions depend on coordinates x of
elements of oscillation parts, ω is the frequancy (angular velocity) of oscillation.

To solve Eq. (1) taking into account (2), we formulated the boundary conditions of
the problem and have the analytical solution for different compressor stations [1, 2]. The
main idea of the research is to assess the technical condition using a data-driven method
for identifying and diagnosing failures and defects by collecting data from sensors into
computer memory and processing them. After that, the traditional statistical analysis
used a data method based on machine learning, data mining [13–15].

4 Formulation of the Problem

Taking into account everything noticed, the purpose of the study is to conduct experi-
ments, compare the obtained data and results, as well as monitor the tests that implement
the system in a real environment. It should be noted that maintenance systems based on
the technical condition (CBM –the condition of maintenance), prognostics and health
management (PHM - prognostics and health management) were created for different
machines, they were introduced and used in industry. Experimental equipment consists
of an electric motor with adjustable rotations turnover, a coupling, a cyclone pump, a
fluid inlet, outgoing fluid, a fluid supply line, a fluid outlet line, a shut-off valve fluid,
several other hydraulic valves, etc. (Fig. 2). The received vibration signals from the
observed experiments in equipment that simulated real units of measurement show the
possibility of using the presented method.

There are 2 pieces of “DS 18B20 Temperature Sensor MANYEE 5Pcs 1M/39.37”
Waterproof Digital Temperature Temp Sensor Thermal Probe with Stainless Steel Tube
Probe −55 °C ~ +125 °C for Arduino/Raspberry Pi/Car Refriger” sensors, 2 pieces of
“Generic Carbon Steel Alloy Variable Pump Water/Air Pressure Sensor(DC 5V)” pres-
sure sensors, 2 pieces of “Generic DC 5 ~ 24VWater Flow Sensor Nylon + Fiber Glass
DN25” flaw rate sensors and 2 pieces “WINGONEER 5PCS High Sensitive vibration
sensor module SW −18010P” vibration sensors were mounted to the monitoring units
(the angles between the vibration sensors should be 900).
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Fig. 2. The experimental testing installation for measurement of vibration signals of a pump
system by sensors.

In this case, sensor recordings are transmitted in real time to the hard disk of the
Raspberry board. We can write this data into CSV, XLS, etc. files in a computer store or
send to other applications or DBMS using web services. The storage of sensor records
on the hard disk is carried out by the PuTTY software. PuTTY is an open source, free
terminal emulator and file-sharing program. PuTTY is universal software that supports
several other network protocols, such as SCP, SSH,Telnet, rlogin, etc. allows you connect
to remote computers [13]. After collecting the data received from monitored devices by
observers on the Raspberry hard drive using the WinSCP software application, we copy
the file with the collected data from the memory of the controller board to the computer
store. WinSCP (Windows Secure Copy) is a client protocol for the Microsoft Windows
environment that supports other protocols such as SFTP, FTP, WebDAV, Amazon S3,
and SCP. Its main goal is to ensure a reliable and secure data transfer between local and
remote computers. In the study [14, 15] measured vibration signals using sensors (trans-
ducer) and, based on the data obtained, they graphically determined the time dependence
function.We investigate the sensor’s recording data was recorded. Before processing the
data, we need to clear the row data from unnecessary data, and then prepare the data for
the next analysis. Figure 3 shows a graphical function of the dependence of vibration
signals on the time domain in 20 min. Below is a graph of vibration signals in the time
domain.

To control the technical condition of the equipment, general vibration signals were
measured, allowing evaluating the current technical condition of the unit. The dynamics
of the general vibration signals allows you to monitor the dynamics of the technical
condition of the equipment and identify defects at an early stage.Measurement of general
vibrations is called the first stage and allows you to monitor various types of machines,
providing a simple vibration analysis. The measurements fulfilled in this stage are not
enough to detect defects, required the detailed spectral analysis of equipment vibrations
to localize of defects. The majority cases the sources of defects are detected in their
frequency specters (frequency domain). Required vibration analysators in the 2nd stage
to provide vibro diagnosis, which use the Fast Fourier Transformation vibration signals.



Development of Methods for Processing Acoustic Emission Signals 709

Fig. 3. Graph of vibration signals in the time domain for 20 min.

The Fast Fourier Transformation of time domain relatives based on acquired data from
experiments to frequency domain relatives is presented in Fig. 3.

Thus various types of stresses are created in the details of the units that are under the
influence of static, dynamic, and alternative loads during operation. These units work
in critical processes under the influence of aggressive and abrasive environments. Many
units operate at high and variable temperatures. All these facts reduce the service life of
the units and cause failures. If we can determine the cause of failures at an early stage,
we can eliminate these causes and increase the service life of the units. In this case, in
order to reduce the number of machine failures and maintain their normal operation, we
need to monitor and evaluate the technical condition of the units.

5 Conclusion

Investigation and control of the vibration processes of the machines used in oil and gas
industry by sensors are current problems for oil and gas transportation. Therefore in
this research, we consider the piston and centrifugal pumps and compressors which are
important for practice. By installing sensors on different parts of the pump-compressor
machines, we get the parametric data from the sensors described above. By collecting
these data into databases and processing them, we can make a conclusion for decision-
making. We calculated the values of general vibration signals and plotted them. The
obtained data and graphs make it easy to assess the basic technical conditions of the
object, to describe the reality of the technical condition. Comparing the experimental
values obtained with the base reference date, we can say what is the technical condition
of the installation. At the same time, we can estimate the actual technical condition of
the machines and their individual parts using graphical methods, comparing the graphs
obtained from experimental data and the graphs from results of theoretical research.
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Abstract. Due to the rapid development of technology, the demand for local fur-
niture is growing day by day. The growing demand for furniture has made the
furniture sector vital to the economic development of countries. This study exam-
ines the financial performance, heuristic fuzzy logic, and multi-criteria decision-
making methods of 8 furniture companies operating in Azerbaijan. The study
used real data from 8 furniture companies for 2016–2020. In the decision-making
process; 5 main criteria and 13 sub-criteria such as growth, activity, leverage,
profitability, and liquidity were used. According to the analysis, Embawood had
the best performance among the 8 furniture companies, while Furkanmobilya had
the worst performance.

Keywords: Fuzzy logic · Financial performance · Multi-criteria decision making

1 Introduction

The disappearance of borders with the globalization process has caused companies to
face increasing competition conditions [1]. Companies that can adapt to these compet-
itive conditions can survive, while companies that cannot adapt first lose their market
share and profitability, and then cannot survive [2]. In order to be successful in com-
petition, companies should use their resources correctly and effectively and keep their
performance as high as possible. Performance concept; the level of achievement of busi-
ness objectives [2]. The ability of an enterprise to continue its success and to be able to
provide continuity in this success finds its answer with performance measurement.

Companies that can keep their financial performance at a high level can have a com-
petitive advantage in national and international markets. Companies that have a compet-
itive advantage increase their profitability and market share. This naturally ensures the
success and survival of the company [3]. The survival of companies is a very important
process for the company and there are many factors in order to ensure the continuation
of this process. One of the most important factors companies to survival of companies,
analyze and interpret their financial performance in the most accurate way.

In the measurement of financial performance, the financial data of the company
(balance sheet, profit, and loss statements) are approached from different angles, and
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answers are sought for different questions. Indicators such as profitability, the volume of
sales, efficient (and profitable) use of resources, indebtedness rate, ability to pay debts,
and the company’s position in the market, which point to the financial performance of
the company, are analyzed with the help of different ratios [4].

The financial performances of the enterprises are calculated with alternativemethods
in order to see the targeted and achieved status. While making this calculation, many
criteria should be taken into consideration and an evaluation should bemade accordingly.
For this purpose, it is a very common method to use multi-criteria decision-making
methods that allow evaluation by considering different criteria in performance analysis
[5].

The universe we live in is full of vague, inconsistent, and incomplete information. It
is not easy to process this complex information with classical methods. For this reason,
Zadeh (1965) defined the theory of fuzzy sets in order to express these complex and
uncertain situations in real life [6, 7]. Zadeh (1965) stated that fuzzy logic reflects the
mental working processes of people more accurately than classical logic in situations of
uncertainty [8, 9]. The success of fuzzy logic in modeling uncertain situations and its
propensity to human thought and decision systems make it possible to use fuzzy logic
in the field of finance [10].

Especially in recent years, multi-criteria decision-making methods with fuzzy logic
have been widely used in decision-making problems, such as choosing the best among
the alternatives and ranking the alternatives. At the same time, the use of fuzzy logic in
finance is relatively new, but the number of studies is growing day by day [11].

In this study, a multi-criteria decision-making method based on entropy was devel-
oped using intuitive fuzzy sets, which are generalizations of Zadeh’s fuzzy sets [12].
This method makes it more flexible and more accurate to rank alternatives according
to defined criteria. At work; In a decision process where the criteria were not fully
known, first of all, the data of 8 furniture companies operating in the furniture sector for
2016–2020 were examined and these data of alternatives were first evaluated in terms of
language, then this linguistic assessment was expressed in heuristic fuzzy numbers. The
weight data of the criteria were then calculated by the concept of entropy, and finally,
using all the data obtained, the alternatives were listed.

2 Fuzzy Set

Lotfi Zadeh (1965) was the first to propose the concept of fuzzy logic [13]. Zadeh has
shown that many concepts can be defined linguistically better than traditional mathemat-
ics, and fuzzy logic and its expressions in fuzzy sets provide a better model of real life.
In the classical set concept, an element with a characteristic function is either an element
or not an element of a set. However, in the fuzzy set concept, whether an apple belongs
to a cluster or not is defined by a membership function that assigns a membership degree
to each object in the range [0,1] [14, 15].

Let X be a non-empty set and x ∈ X. Then, for the function μA(X ) : X → [0, 1],
μA(X ), x is a fuzzy set A in X to show the membership degree of the x element;

It is expressed as A = {(x, μA(x)) : x ∈ X }. In fact, every membership function is
a function that returns the elements of a classical universal set to a number in the range
[0, 1] [16].
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Intuitive Fuzzy Set
In the fuzzy set A, the degree of belonging of an element to the set is μA, while the
degree of not belonging is 1-μA. Therefore, the sum of the degrees of belonging and not
belonging is equal to 1. However, this situation is insufficient to explain the uncertainty
in some problems. For this reason, intuitive fuzzy set theory, which is the generalization
of fuzzy set theory, is proposed [17].

3 An Application of Decision Making Method

In this section, the financial performance of 8 furniture companies traded in Azerbaijan
between 2016–2020 is analyzed using a multi-criteria decision-making method based
on heuristic fuzzy logic and entropy. The study used data from the balance sheets of 8
furniture companies for 2016–2020. The data were obtained from the Finnet database.
Companies in the evaluation process, respectively; Embawood (X1), Woodpecker (X2),
Damla mebel (X3), Gumush mobilya (X4), Hacıoğulları (X5), Saloglu Mebel (X6),
Kardashlar Mebel (X7), Furkan Mebel (X8) Evaluation criteria, Literature 5 main and
13 sub-criteria were identified and these criteria are presented in Table 1.

Table 1. Evaluation criteria for financial performance

Ratio group Ratios used (Criteria) Purpose of use

Growth rates Growth in assets (Y1)
Growth in sales (Y2)
Growth in equity (Y3)

Ratios that show the growth in the
assets of the business

Activity rates Current asset turnover rate (Y4)
Receivable turnover rate (Y5)
Active RPM (Y6)
Debt turnover rate (Y7)

Ratios that show how effectively
the assets of the business are used

Leverage ratios Total debt/Total assets (Y8)
Fixed asset/Perpetual capital (Y9)

Ratios that measure the ability of
businesses to meet their long-term
obligations

profitability ratios Return on assets (Y10)
Return on equity (Y11)

Ratios that measure how efficiently
the assets of the business are used

Liquidity ratios Current ratio (C Y12)
Liquid ratio (C Y13)

Ratios that measure the ability of a
business to pay its short-term debts

The proposed method for evaluating the financial performance of furniture compa-
nies using a multi-criteria decision-making method based on intuitive fuzzy logic and
entropy consists of the following steps:

First of all, the data of 8 furniture companies traded in 2016–2020 were obtained
from the Finnet database. The 5-year averages of these data were then calculated and
presented in Table 2.

After the 5-year averages were calculated for each criterion of the alternatives, each
alternative was evaluated with the help of linguistic terms, taking into account the sector
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Table 2. 5-Year average data of alternatives by criteria

Criteria

Alternatives Growth rates Activity rates

Y1 Y2 Y3 Y4 Y5 Y6 Y7

Embawood (X1) 50.11 50.14 89.68 3.21 12.14 1.16 1.16

Woodpecker (X2) 26.04 62.88 83.64 1.36 8.25 0.21 0.17

Damla mebel (X3) 13.54 16.18 13.57 3.58 5.52 0.68 0.71

Gumush mobilya (X4) 8.04 298.2 14.26 0.71 23.41 0.06 0.08

Hacıoğulları (X5) 19.25 27.05 10.34 1.52 10.15 0.23 0.21

Saloglu mebel (X6) 9.51 30.49 −7.25 1.56 9.25 0.08 0.14

Kardashlar mebel (X7) 16.75 12.46 7.55 1.96 4.40 0.97 0.39

Furkan mebel (X8) 19.25 27.05 10.34 1.52 10.17 0.23 0.19

Sector average 19.49 64.09 32.62 2.11 11.04 0.51 0.46

Criteria

Alternatives Leverage ratios Profitability ratios Liquidity ratios

Y8 Y9 Y10 Y11 Y12 Y13

Embawood (X1) 0.81 1.08 2.17 11.81 0.89 0.64

Woodpecker (X2) 0.91 1.33 −2.84 −26.9 0.43 0.38

Damla mebel (X3) 0.70 1.14 2.21 7.02 0.66 0.65

Gumush mobilya (X4) 0.57 1.34 −10.7 −24.8 0.34 0.17

Hacıoğulları (X5) 0.81 1.16 −0.85 −4.38 0.60 0.49

Saloglu mebel (X6) 0.36 0.98 −4.41 −8.12 3.31 3.16

Kardashlar mebel (X7) 0.74 1.19 −2.04 −11.8 0.66 0.28

Furkan mebel (X8) 0.81 1.14 −0.85 −4.40 0.60 0.47

Sector average 0.71 1.16 −1.04 −5.20 1.03 0.85

averages. During the evaluation, extreme and extreme values were excluded in order
to obtain a healthier result. As a result of this evaluation, the intuitive fuzzy number
corresponding to each linguistic term was determined. Intuitive fuzzy numbers corre-
sponding to each linguistic term are obtained. The linguistic terms used in the evaluation
of alternatives and the corresponding intuitive fuzzy numbers for these linguistic terms
are presented in Table 3.
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Table 3. Linguistic terms used in evaluation of criteria and intuitive fuzzy number equivalent

linguistic terms Intuitive fuzzy numbers

Very Good (VG) (0,90; 0,10; 0,00)

Good (G) (0,75; 0,20; 0,15)

Medium (M) (0,50; 0,45; 0,05)

Bad (B) (0,35; 0,60; 0,05)

Very Bad (VB) (0,10; 0,90; 0,00)

After the criterion weights were found, the weighted average values were calculated
for each alternative and are presented in Table 4.

Table 4. Weighted average final values of alternatives

Alternatives μ ϑ

Embawood (X1) 0.657 0.335

Woodpecker (X2) 0.513 0.476

Damla mebel (X3) 0.454 0.510

Gumush mobilya (X4) 0.537 0.47

Hacıoğulları (X5) 0.575 0.403

Saloglu mebel (X6) 0.366 0.594

Kardashlar mebel (X7) 0.564 0.395

Furkan mebel (X8) 0.362 0.612

After calculating the weightedμ and ϑ values for each alternative, the score function
of each alternative was calculated and the ranking was made accordingly. The scores of
the alternatives are presented in Table 5.

Score(X1) = 0.657 − 0.335 = 0.322
Score(X2) = 0.513 − 0.476 = 0.037

·
·
·

Score(X8) = 0.362 − 0.612 = −0.25
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Table 5. Ranking of alternatives

Alternatives μ-ϑ

Embawood (X1) 0.322

Woodpecker (X2) 0.037

Damla mebel (X3) −0.056

Gumush mobilya (X4) 0.067

Hacıoğulları (X5) 0.172

Saloglu mebel (X6) −0.228

Kardashlar mebel (X7) 0.169

Furkan mebel (X8) −0.25

4 Conclusion

The development of technology and the process of globalization have led companies to
improve their operations and production processes. New technologies, new needs, and
changing production relationships have led manufacturers to focus on different produc-
tion behaviors in the production process. This situation increased the level of competition
and pushed companies to different searches. In a globalizing world, companies that want
to increase their profitability must adapt to increasing competition.

The level of competition affects the behavior, profitability, level of production and
financial performance of companies. On the other hand, with the development of tech-
nology, the growing demand of countries for furniture has led to an increase in the level
of competition of every company in the furniture sector. To survive in this competitive
environment, companies need to maintain high financial performance. At this point, it
is very important for companies to properly analyze their financial performance. For
this reason, many methods have been developed to analyze the financial performance of
companies. Especially in recent years, multi-criteria decision-making methods are often
used to analyze financial performance.

In this study, the financial performance of furniture companies operating in Azer-
baijan is analyzed using a multi-criteria decision-making method based on heuristic
fuzzy logic and entropy. Five main and 13 sub-criteria were used as criteria, and the
main criteria were defined as growth, activity, leverage, profitability and liquidity ratios,
respectively. The 5-year averages of the data obtained for each alternative were evalu-
ated in terms of language by comparison with sector averages, and a decision matrix was
formed by finding the value of an intuitive fuzzy number corresponding to each linguistic
term. After the decision matrix was created, the weight of each criterion was calculated
and the score of each alternative was calculated using the weights of this criterion.

According to the results, Embawood, which has the best financial performance
among the companies, showed the worst performance as Furkan furniture. Many fac-
tors play a role in this result in the financial performance of companies. Criteria in the
decision-making process have played an active role in shaping this outcome, and these
criteria play an important role in guiding the future activities of companies. Improving



Financial Performance Analysis with Intuitive Fuzzy Logic 717

the decision-making criteria and performance of companies to maintain their existence
and continue to operate will be beneficial both in terms of maintaining their presence
and increasing their competitiveness.

In this study, heuristic fuzzy logic was used, along with decision-making methods
based on a number of criteria. Given the uncertainty in the financial world, it is hoped
that this proposed method will shed some light on the current situation from a different
perspective and will help researchers in future research as it is an effective and useful
method in uncertainty.
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Abstract. This article is devoted to a software selection problem. Usually, this
problem is considered as a multicriteria decision making (MCDM) problem. One
of the important problems in MCDM is criteria interaction. An effective app-
roach to solving this problem is the use of fuzzy measure, particularly Sugeno
λ-measure. In this paper, we use Choquet integral w.r.t. Sugeno λ-measure in
software selection problem with four criteria and 5 alternatives. The comparative
analysis of additive and non-additive measures are provided.
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measure · Choquet integral

1 Introduction

The problems of software selection are very actual [1–3]. Usually, these problems are
considered in the framework of multicriteria decision making (MCDM). The major
problem ofMCDM is the problem of interaction of criteria. For this problem, application
of the methods like simple arithmetic mean, geometric mean, weighted arithmetic mean,
median and weighted geometric mean is not adequate. One of the methods for solving
this problem is the use of the special function - fuzzy (non-additive) measure. Research
on non-additive measures was initiated in the works of G. Choquet [4] and M. Sugeno
[5]. Later Sugeno [6] proposed a special aggregator, Sugeno integral. This integral w.r.t.
fuzzy measure allowed to solve decision making problems with interaction of criteria.

The major problem is the construction of this measure. For solving this problem
many methods exist [7–10]. One of them is solving this problem on base of expert’s
assessments. Another approach relies on an application of the least square method [11].

In this work, we use Choquet integral w.r.t. fuzzy λ-Sugeno measure in solving a
decision problem of selection of a data science software.

2 Preliminaries

Definition 1. Fuzzy Measure. Consider a set of criteria X = {x1, x2, x3 . . .}. Denote
P(X ) a power set of X . A fuzzy measure is a mapping g : P(X ) → [0, 1] that satisfies
the two conditions:
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(i) g(∅) = 0 and g(X ) = 1
(ii) if A ⊆ B then g(A) ≤ g(B),A,B ⊆ X .

In general, fuzzy measure is non-additive.

A value of fuzzy measure g(A) is the level of importance of A. In general, fuzzy
measure may satisfy the following conditions:

g(A ∪ B) = g(A) + g(B) (additive measure),
g(A ∪ B) ≥ g(A) + g(B) (super-additive measure),
g(A ∪ B) ≤ g(A) + g(B) (sub-additive measure).

Definition 2. λ-Sugeno Measure. Let λ be real number λ ∈ (−1,∞). λ-Sugeno
measure is the function g:P(X) → [0,1] that fulfills the following two conditions:

gλ(X) = 1,

gλ(A ∪ B) = gλ(A) + gλ(B) + λgλ(A)gλ(B),A,B ⊆ X ,A ∩ B = ∅,

Parameter λ is found by solving the following equation:

λ + 1 =
∏n

i=1
(λgi + 1).

Depending on the value of λ as a root of the above equation, the following cases are
possible:

if −1 < λ < 0 then
∑n

i=1 gi > g(X ) (super-additive measure),
if λ = 0 then

∑n
i=1 gi = g(X ) (additive measure),

if λ > 0 then
∑n

i=1 gi < g(X ) (sub-additive measure).

Definition 3. Choquet Integral. Assume g is a fuzzy measure defined on X , Choquet
integral for this function f : X → [0,∞] has the form:

∫ fdg =
∑N

i=1
(f (xi) − f (xi−1))g(xi),

subject to the condition:

f (x1) ≤ f (x2) ≤ f (x3) . . . . . . f (xn)f (x0) = 0.

3 Software Selection Problem

Assume we have the software selection problem with 4 benefit criteria X =
(x1, x2, x3, x4), where x1- functionality, x2- cost, x3- reliability, x4- usability. Five hypo-
thetical alternatives are considered A1,…, A5. Experts have presented the assessments
of all alternatives by criteria as it is shown in Table 1.
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Table 1. The assessments of all alternatives by criteria

x1 x2 x3 x4

A1 0.7 0.5 0.4 0.9

A2 0.2 0.4 0.7 0.5

A3 0.7 0.5 0.9 0.4

A4 0.5 0.4 0.7 0.9

A5 0.2 0.5 0.9 0.7

The expert assessments of fuzzy measures for any criterion are given below:

gλ(x1) = 0.7, gλ(x2) = 0.5, gλ(x3) = 0.5, gλ(x4) = 0.7.

In order to find λ, we need to solve the equation for 4 criteria:

λ + 1 =
∏4

i=1
(λgi + 1),

that is

λ + 1 = (0.7λ + 1)(0.5λ + 1)(0.5λ + 1)(0.7λ + 1).

The following solutions are obtained:

λ1 = 0,

λ2 = −2.49 + 1.75i,

λ3 = −2.49 − 1.75i,

λ4 = −0.97.

The root λ = −0.97 is chosen. The result shows the criteria have negative rela-
tionship, i.e. λ-Sugeno measure is sub-additive. Further, we determine values of fuzzy
measures for all groups of the criteria

gλ(x1, x2) = gλ(x1) + gλ(x2) + λgλ(x1)gλ(x2) = 0.8605,

gλ(x1, x3) = gλ(x1) + gλ(x3) + λgλ(x1)gλ(x3) = 0.8605,

gλ(x1, x4) = gλ(x1) + gλ(x4) + λgλ(x1)gλ(x4) = 0.9247,

gλ(x2, x3) = gλ(x2) + gλ(x3) + λgλ(x2)gλ(x3) = 0.7575,
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gλ(x2, x4) = gλ(x2) + gλ(x4) + λgλ(x2)gλ(x4) = 0.8605,

gλ(x3, x4) = gλ(x3) + gλ(x4) + λgλ(x3)gλ(x4) = 0.8605,

gλ(x1, x2, x3) = gλ(x1, x2) + gλ(x3) + λgλ(x1, x2)gλ(x3) = 0.9432,

gλ(x1, x2, x4) = gλ(x1, x2) + gλ(x4) + λgλ(x1, x2)gλ(x4) = 0.9762,

gλ(x1, x3, x4) = gλ(x1, x3) + gλ(x4) + λgλ(x1, x3)gλ(x4) = 0.9762,

gλ(x2, x3, x4) = gλ(x2, x3) + gλ(x4) + λgλ(x2, x3)gλ(x4) = 0.9432,

gλ(x1, x2, x3, x4) = 1.

The results demonstrate strong interaction between x1 and x4, weak interaction
between x2 and x3, strong interaction between x1, x3, x4 and weak interaction x2, x3, x4.
Finally, we computed values of Choquet integral for all alternatives:

C1 = ∫ fdg = x3gλ(x1, x2, x3, x4) + (x2 − x3)gλ(x1, x2, x4)

+ (x1 − x2)gλ(x1, x4) + (x4 − x1)gλ(x4) = 0.8225,

C2 = ∫ fdg = x1gλ(x1, x2, x3, x4) + (x2 − x1)gλ(x2, x3, x4)

+ (x4 − x2)gλ(x3, x4) + (x4 − x3)gλ(x4) = 0.5746,

C3 = ∫ fdg = x4gλ(x1, x2, x3, x4) + (x2 − x4)gλ(x1, x2, x3)

+ (x1 − x2)gλ(x1, x3) + (x3 − x1)gλ(x3) = 0.7664,

C4 = ∫ fdg = x2gλ(x1, x2, x3, x4) + (x1 − x2)gλ(x1, x3, x4)

+ (x3 − x1)gλ(x3, x4) + (x4 − x3)gλ(x4) = 0.8097,

C5 = ∫ fdg = x1gλ(x1, x2, x3, x4) + (x2 − x1)gλ(x2, x3, x4)

+ (x4 − x2)gλ(x3, x4) + (x3 − x4)gλ(x3) = 0.7550.

Thus, the best alternative is A1 as C1 = 0.8225 is the highest value of Choquet
integral. We also considered the case of additive measure (λ = 0). In this case we have
C1 = 1.01 C2 = 0.76 C3 = 0.91 C4 = 0.97 C5 = 1.11. The best alternative is A5. As
we see, the results for additive and non-additive cases are different. This means that for
multi-criteria decision making problem with criteria interaction, the application of the
additive model is incorrect.
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4 Conclusion

The paper is devoted to the problemof software selection. The problemwith 4 criteria and
5 alternatives has been considered. The attention is focused at the problem of criteria
interaction. As the fuzzy measure, the Sugeno function has been used. The Choquet
integralwas used for comparison of alternatives. The results for non-additive and additive
cases are presented.
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Abstract. We have proposed a fuzzy-multiple methodology for studying the
dynamics of the financial and economic state of a given industry based on time
series of data from open Internet sources. The technique is as follows. Based on
the parsing of the For Fair Business and Audit-IT sites, a database of industry
enterprises suitable for analysis is compiled by groups: micro-enterprises, mini-
enterprises, small enterprises,medium-sized enterprises, large enterprises (divided
by the number of employees). For each enterprise, for each studied year, a data
line is formed: financial stability indicators (autonomy coefficients; provisionwith
own circulating assets; investment coverage), solvency indicators (current, quick
and absolute liquidity ratios), performance indicators (sales profitability; net profit
margin; return on assets). On the basis of the well-known Audit-IT technique, the
indicators are assessed, after which the assessments are aggregated by the group
based on the previously developed fuzzy-multiple methodology (using fuzzy mul-
tilevel [0,1] – classifiers). After that, on the basis of systems of fuzzy-logical con-
clusions, the calculation of the dynamics of each indicator for the considered time
period is made. Then the estimates are aggregated for each of the groups, which
results in a final assessment of the dynamics of the group’s financial and economic
condition. The technique has been tested on the IT industry of the Rostov region
for 2017–2019.

Keywords: Financial and economic condition · Fuzzy multilevel classifiers ·
Linguistic variable · Creditworthiness ·Micro-enterprise

1 Introduction

Financial condition is an important characteristic of the financial activity of an enterprise,
which determines the potential of the organization, competitiveness and self-sufficiency.
The analysis of the financial condition of the enterprise is currently especially relevant
because: 1) reflects the success of the enterprise, as well as the possibility of its further
functioning; 2) demonstrates which aspects of the organization’s economic activities
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need to be paid attention to in order to improve its efficiency; 3) allows you to make a
choice in favor of ways to improve efficiency that will best contribute to the elimination
of deficiencies in the organization.

The purpose of the analysis of the financial condition is a timely assessment by
obtaining the required number of the most meaningful indicators that demonstrate a
real and reliable representation of the financial condition of the enterprise [1], as well
as forecasting its further financial condition and assessing the possibility of increasing
efficiency.

Summarizing the existing methods of financial analysis, the following approaches
can be conditionally distinguished [2]:

– based on obtaining operational information by calculating a system of relative indi-
cators characterizing the financial condition of the enterprise (J.K. Van Horn and
others);

– implemented on the basis of a combination of absolute and relative indicators and
allowing to obtain complete information about the ongoing processes in the financial
condition of the enterprise (methods of Sheremet A.D., Selezneva I.N., Kovalev V.V.,
Savitskaya G.V., Podolsky V.I., etc.);

– the purpose of which is to build uniform complex values (ratings) of the financial
condition of the enterprise and allow comparisons in time and space (methods of
Sheremet A.D., Sukhovoy L.F., Chernova V.A., Kondrakova N.P., Berezhnoy E V.,
Dontsova L.V. and Nikiforova N.A. and others);

– allowing to identify and quantify the probability of bankruptcy of an enterprise by
constructing multifactor models (models of Altman E., Tishaw G., Taffler R., Biver
U., Zaitseva OP, Fedotova MA, etc.);

– based on the relationship between the financial condition of the enterprise and the
market price of a share (Bliss J., Vinacor A., etc.);

– allowing to predict the level of efficiency of investment in certain securities and the
degree of risk associated with it (Foster J. and others), etc.

However, an analysis of the literature did not allow us to find universal methods
and models suitable for analyzing the state of entire industries, as well as constructing
integral indicators based on the analysis. Studies devoted to the analysis of the financial
and economic condition of individual industries, as a rule, are based on a time analysis
of individual indicators of either the largest enterprises in the industry, or the sum of
such indicators. There are practically no models to quantify the level of development
and dynamics of the entire industry as a whole. It was not possible to find articles in
which the research would be carried out not on a limited sample of enterprises, but on
all information about the industry available from open data sources.

Purpose of the work: development and testing of a methodology that allows you to
analyze the dynamics of financial and economic indicators of a given industry within a
given period of time in order to optimize its management, based on open Internet data
sources, using licensed software, as well as systems of fuzzy-logical conclusions.
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Research objectives:

• Using the previously developed methodology for collecting and analyzing data from
open Internet sources (“Audit-IT”, [3]), analyze the financial and economic condition
of IT enterprises in the Rostov region for 2017–2019.

• To develop a fuzzy-multiple methodology for analyzing the dynamics of individual
financial and economic indicators of a given industry in the considered time period, as
well as an analysis of the dynamics of the financial and economic state of the industry
as a whole.

• On the basis of the obtained data and the constructed fuzzy-multiple methodology,
analyze the dynamics of such indicators of the IT industry, such as the sumof revenues,
expenses and profits, paid taxes, social benefits, etc., as well as analyze the dynamics
of the financial and economic state of the industry as a whole.

• Based on the results obtained, draw conclusions that allow assessing the state of the
industry as a whole and optimizing its management.

The study was carried out using a specially developed methodology [4] aimed at
obtaining an exhaustive analysis of the development of the relevant industry based on
open Internet sources, which determines its relevance in the context of limited access
to financial statements of enterprises. When developing the methodology, the existing
methods for assessing social and economic systems were used by a set of indicators [5].

2 Research Methodology and Material

2.1 The Technique Audit-IT and its Modification, Developed Earlier

The methodology proposed by us is based on the well-known Audit-IT [3] methodology
for assessing the financial and economic condition of an enterprise according to three
groups of coefficients. The first group – indicators of financial stability: coefficient of
autonomy; the coefficient of provision with own circulating assets; investment coverage
ratio. The second group – indicators of solvency: current (total) liquidity ratio; quick
(intermediate) liquidity ratio; absolute liquidity ratio. Third group: return on sales; net
profit rate; return on assets (ROA). In addition, the Final score is used, which is calcu-
lated according to a specific algorithm based on a variety of indicators and characterizes
the general state of the enterprise. For each of the indicators, on the basis of expert
assessments, the intervals of values are set: “excellent”, “good”, “unsatisfactory”, “crit-
ical” (for each industry its own). Thus, each enterprise for the reporting year has its own
assessment system for each of the indicators under consideration. On the basis of this
system, an expert analysis of the financial and economic condition of the enterprise is
carried out, conclusions are drawn.

A modification of the methodology [4, 5] is proposed to assess not an individ-
ual enterprise, but an entire industry, by groups: micro-enterprises, mini-enterprises,
small enterprises, medium-sized enterprises, large enterprises (division by the number
of employees). For each enterprise, for each studied year, a data line is formed: three
indicators of financial stability, solvency, efficiency, as well as the final score. Based
on the Audit-IT methodology, the indicators are assessed, after which the assessments
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are aggregated by the group using fuzzy multilevel [0,1] – classifiers. Thus, each group
of enterprises for the reporting year has its own system of assessments for each of the
indicators under consideration. After that, on the basis of the resulting system, a stan-
dard expert analysis of the financial and economic condition of a group of enterprises is
carried out, and conclusions are drawn.

In this paper, a modification of the above-described methodology is proposed, which
makes it possible to assess the dynamics of the development of thefinancial and economic
condition of individual groups and the entire industry as a whole.

2.2 Used Math Tool

To assess the dynamics of the financial and economic state of the industry, the theory
of fuzzy sets is used. A linguistic variable is taken into consideration, the term-set of
which consists of four terms: 1 – “Stable tendency towards a worsening of the situation,
a critical situation”; 2 – “Tendency to deteriorate, unsatisfactory”; 3 – “Tendency to
improve, good”; 4 – “Steady tendency to improve, excellent.” Membership functions
are also trapezoidal. To assess the dynamics of the industry development, for each group.
the following algorithm is proposed.

1. The average values of all ten indicators (nine coefficients plus the final score) for
each of the groups under consideration are tabulated for the years under study.

2. Indicators are normalized, that is, they are dividedby the highest value of the indicator
in its time series; after that, the aggregated value of the indicator is calculated, taking
into account the temporal significance, in accordance with the Fishburne formula: P
= 0,167·P(2017) + 0,333·P(2018) + 0,5·P(2019)

3. A summary table of aggregated values of the studied indicators for five groups is
compiled, linguistic recognition of terms is performed in accordance with normative
estimates;

4. A comprehensive assessment of the industry is calculated on the basis of a set of
studied indicators, as well as a system of fuzzy-logical conclusions, standard four-
level [0,1] – classifiers, followed by linguistic recognition of the result.

3 Results

Based on the parsing of the site “For Honest Business” [6] for 2017, data on 880 enter-
prises of the Rostov region were examined. It was revealed that 634 enterprises have the
data required for the analysis.

Accordingly, for 2018 data are available for 633 enterprises. At the same time, for
2019, the website “For Honest Business” contains information about 468 enterprises
from the list for the last year (864 enterprises), that is, 54.17% of the headcount of the
previous year. At the same time, 337 enterprises have information (against 633 enter-
prises in the previous year), that is, 53.24% of the headcount in the previous year. Thus,
the share of enterprises suitable for analysis in 2019 is 72% of the total, against 73.26%
in the previous year. For each year, a detailed analysis was carried out • comparative
analysis of the financial condition of IT-industry enterprises by groups.
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Tables 1 and 2 show the process of assessing the dynamics of the financial and eco-
nomic condition of groups of enterprises. Below are the numerical value of complex
assessments of the dynamics of the financial and economic state of groups with subse-
quent linguistic recognition. For each group, on the basis of the numerical values of the
indicators of the dynamics of the coefficients, the analysis of indicators of financial sta-
bility, indicators of solvency, indicators of the efficiency of the enterprises of the groups,
as well as the final score for the groups was carried out.

Micro-Enterprises

1. Analysis of the dynamics of financial stability indicators indicates, in general,
an increase the degree of solvency (creditworthiness) of the enterprises of the
Micro-enterprise group, their availability of funds necessary to maintain a stable
and efficient operation.

2. Analysis of solvency indicators. Low value of the indicator of the dynamics of the
current (total) liquidity ratiospeaks of an increase in the difficulties in repaying the
organizations of the group of their currentobligations. Low value of the indicator of
the dynamics of the ratio of quick (intermediate) liquidity speaks of deterioration the
ability of companies to pay off their short-term liabilities on time using highly liquid
assets. Low value of the indicator of dynamics coefficient absolute liquidityspeaks
of deterioration the ability of companies to pay off their short-term liabilities at
the expense of cash and cash equivalents in the form of marketvaluable papersand
deposits, i.e. absolutely liquid assets.

3. Analysis of performance indicators showed, in general, an increase the efficiency
of using assets, equity capital, borrowed and invested capital, circulating and non-
circulating assets, respectively.

Final Score. Micro-enterprises’ enterprises meet the rating “good”. Consequently, the
relevant enterprises belong to the category of borrowers for whom the likelihood of
obtaining credit resources is high (good creditworthiness).

Comprehensive group assessment:
G1 = 0.1250.0 + 0.375· 0,4 + 0.625·0, 6 + 0.875·0.0 = 0.525 (excellent).

Medium Enterprises

1. Analysis of the dynamics of indicators of financial stability. The low value of
the indicator of the dynamics of the autonomy ratio shows the strengthening of
dependence on creditors; the low value of the indicator of the dynamics of the
coefficient of provision with own circulating assets indicates a deterioration in the
structure of the balance sheet of the enterprises of the group as a whole; the low
value of the indicator of the dynamics of the investment coverage ratio indicates
the illiquidity of the assets of companies and their inability to fully pay off their
current accounts. Thus, all of the above indicates the presence of a serious tendency
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Table 1. Calculation for the group of Micro-enterprises.

Indicator Weight Term1 Term2 Term3 Term4

1 Autonomy ratio 0.1 0 1 0 0

2 Coefficient of provision with own circulating
assets

0.1 0 1 0 0

3 Investment coverage ratio 0.1 0 0 1 0

4 Current (total) liquidity ratio 0.1 0 1 0 0

5 Quick (intermediate) liquidity ratio 0.1 0 0 1 0

6 Absolute liquidity ratio 0.1 0 1 0 0

7 Return on sales 0.1 0 0 1 0

8 Net profit margin 0.1 0 0 1 0

9 Return on assets (ROA) 0.1 0 0 1 0

10 Final score 0.1 0 0 1 0

Term weights 0 0,4 0.6 0

Coefficients of the terms 0.125 0.375 0.625 0.875

towards a decrease in the degree of solvency (creditworthiness) of enterprises of the
Medium Enterprises group, which determines the availability of funds, in order to
maintain a stable and efficient operation of enterprises; a high degree of dependence
on borrowed capital.

2. Analysis of indicators of solvency. The low value of the indicator of the dynamics
of the current (total) liquidity ratio indicates an increase in difficulties in repaying
the group’s organizations of their current liabilities. The low value of the indicator
of the dynamics of fast (intermediate) liquidity indicates a deterioration in the ability
of companies to pay off their short-term liabilities on time with the help of highly
liquid assets. The low value of the indicator of the dynamics of the absolute liquidity
ratio indicates a deterioration in the ability of companies to pay off their short-term
liabilities at the expense of cash and cash equivalents in the form of market securities
and deposits, i.e. absolutely liquid assets.

3. Analysis of performance indicators showed, in general, a decrease in the efficiency
of using assets, equity capital, borrowed and invested capital, circulating and non-
circulating assets, respectively.

4. Final score. Medium enterprises are rated “unsatisfactory”. Consequently, these
entities can be considered as counterparties in the relationship with which a prudent
approach to risk management is required. They can apply for credit resources, but
the decision largely depends on the analysis of additional specific factors (neutral
creditworthiness).

Comprehensive group assessment:
G4 = 0,125·0,0 + 0,375· 1,0 + 0,625·0, 0 + 0,875·0,0 = 0,375 (unsatisfactory.)
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Table 2. Calculation for the group of Medium enterprises.

Indicator Weight Term1 Term2 Term3 Term4

1 Autonomy ratio 0.1 0 1 0 0

2 Coefficient of provision with own circulating
assets

0.1 0 1 0 0

3 Investment coverage ratio 0.1 0 1 0 0

4 Current (total) liquidity ratio 0.1 0 1 0 0

5 Quick (intermediate) liquidity ratio 0.1 0 1 0 0

6 Absolute liquidity ratio 0.1 0 1 0 0

7 Return on sales 0.1 0 1 0 0

8 Net profit margin 0.1 0 1 0 0

9 Return on assets (ROA) 0.1 0 1 0 0

10 Final score 0.1 0 1 0 0

Term weights 0 1 0 0

Coefficients of the terms 0.125 0.375 0.625 0.875

4 Conclusions

The theoretical significance of the work performed consists in the development of a
comprehensive analysis methodology aimed at studying the dynamics of the financial
and economic development of the industry, using open data sources, artificial intelligence
tools and the theory of fuzzy sets. The technique has a clear algorithm that is easily
implemented using standard software tools, modifiability, the ability to take into account
expert opinions. In addition, it, practically unchanged, can be transferred to any other
industry of an arbitrarily chosen region. The practical significance of the work lies in the
conclusions regarding the dynamics of the development of the IT industry in the Rostov
region.

As a result of the study, it was found that an improvement in financial stability is
observed only in the group of micro-enterprises, in other groups there is more or less
debt. Large enterprises are characterized by an increase in the efficiency of using assets,
equity capital, borrowed and invested capital, circulating and non-circulating assets,
respectively; the opposite trend is observed for the rest of the groups. At the same time,
small andmedium-sized enterprises are characterized by decrease the efficiency of using
assets, equity capital, borrowed and invested capital, circulating and non-circulating
assets, respectively, the rest of the groups are characterized by an increase. Small and
medium-sized enterprises are neutral lenders that should be approached with caution.
The rest of the enterprises belong to categories of borrowers for whom the likelihood of
obtaining credit resources is high (good creditworthiness).
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Abstract. This work is devoted to the issues of diagnostics and the choice of
the type of market structure of the commodity market in the conditions of a free
economy and global systemic changes, as a necessary component of economic
growth and transformation of commodity markets. The paper concludes that the
main and most difficult stage in diagnosing product markets is the process of
selecting index indicators and coefficients for the study of product markets. It is
proposed to use a complex of indices and coefficients that allow determining the
level of the competitive environment in the commodity markets. The method for
determining the type of the market structure of the commodity market based on
the analysis of the state of competition is presented. The proposedmethod is based
on the use of fuzzy inference capabilities, which is implemented on the basis of
the MATLAB tool environment.

Keywords: Commodity market · Structure of the commodity market ·
Competition · Concentration · Fuzzy set theory · Fuzzy logical conclusion

1 Introduction

Themarket structure is largely determined by the level of homogeneity, i.e. concentration
of its players. Determining the degree of market concentration allows one to assess the
level of its competitiveness in the industry market.

The most important characteristic of the type of market structure is the level of
competition, that is, the ability of an individual seller to influence the general market
situation. The more competitive the market, the lower the opportunity. The competition
itself can be both price (change in price) and non-price (change in the quality of goods,
design, service and advertising) [1].

So, for example, the market concentration of the production of a good expresses the
share of large firms participating in a given market, or the share of large enterprises in
an industry participating in the volume of production of a product, as well as in terms of
sales in the market. In accordance with the theory of the commodity market, monopoly
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power is largely determined by concentration. Along with this, there are a number of
factors that are more isolated and operate independently on the commodity market.

It should be noted that the structure of the commodity market includes many bound-
aries, which are expressed in its various indicators and coefficients, which can be used
to determine the level of market concentration [2, 3].

For a deeper study of the commodity market, it’s forecasting, and diagnostics, we
propose to use a set of indices and coefficients, which are combined and presented in
Table 1.

Group I – the Herfindahl-Hirschman coefficient, which includes the sum of the
squares of the specific weight of all enterprises operating in the commodity market.

Group II – the Hall-Tideman index, which is determined on the basis of comparing
the relative ranks of enterprises and their share.

Group III – the coefficient of relative concentration, which is determined by the ratio
of the largest firms in the market and their regulation of the share of the sale of goods.

Group IV – the coefficient of entropy, which is expressed by the average spe-
cific weight of firms operating in the market according to the natural logarithm of its
reciprocal.

Group V – the variance of the logarithms of the specific weight, containing the
distribution of sales volumes between firms.

Group VI – the index of the maximum specific gravity, which is determined by the
ratio of the maximum and minimum specific gravity.

Group VII – the Ginny concentration coefficient – characterizes the level of
distribution of the population units according to the degree of the trait.

Specific formulas for calculating the above indices and coefficients are described
below:

I. Herfindahl-Hirschman coefficient (HHI).

Used to implement antitrust policy that takes into account both the number of enter-
prises and the level of inequality in the market. It is defined as the sum of the squaress of
the shares of all enterprises operating on the product market according to the formula:

HHI =
∑n

i=1
q2i (1)

where qi is the volume of production of goods in the given commodity market of
the i-th enterprise; n is the number of enterprises. The lower the HHI, the lower the
concentration; HHI is aiming for one, for a monopoly market – for 10,000.

II. Hall-Tydeman Index (HT). It is determined on the basis of comparing the relative
ranks of enterprises and their share.

HT = 1

2(
∑n

i=1

[
(Riqi) − 1)] (2)

where Ri −1,2,3… the rank of the i-th enterprise in the market;
qi is the share of the i-th enterprise in the product market.
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In the commodity market, the coefficient reaches its maximum value (NT (max) =
1). Its minimum value for the market of perfect competition is NT (min) = 0.

III. The coefficient of relative concentration (K) includes the ratio of the number of
major firms in the market and the share of goods controlled by them:

K = (20 + 3β)/α (3)

where β is the share of the main firms in the market in the total number of firms,%;
α is the share of sales of these firms in the total volume of goods sold, %.
At K > 1, there is no concentration, the product market is competitive. At K ≤ 1,

there is a high level of concentration on the market.

IV. The entropy coefficient (E) is expressed by the average specific weight of firms
operating in the market, weighted by the natural logarithm of its reciprocal:

E = 1

n

∑n

i=1
qiln

(
1

qi

)
(4)

where E is the coefficient of entropy;
qi is the share of production of the i-th enterprise on the commodity market;
n is the number of enterprises on the market.
This coefficient expresses the level of market concentration and helps to specifically

investigate the degree and dynamics of concentration: the larger the coefficient of entropy
(E), the greater the economic uncertainty, the lower the level of concentration of sellers
in the market.

V. The variance of the logarithms of market shares (σ2) includes the distribution of
sales volumes between firms:

σ 2 = 1

n

∑n

i=1
(ln(qi) − ln(qaver))

2 (5)

where qi is the specific weight of the i-th firm in the commodity market;
qaver is the average market share of one firm, equal to 1/n;
n is the number of firms moving on the market.
Variance expresses the possible market power of firms through the inequality of their

sizes.

VI. The index of the maximum share (Idmax) is determined as follows:

Idmax =
(
Qmax − Mq

)
(
Qmax + Mq

) (6)

where M (q) is the arithmetic average market share;
Qmax is the maximum share in this market.
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This means that for a competitive market, the share of each firm will be equal to 1/n.
The level of deviation of the firm’s specific weight from this value will characterize the
level of difference from this value.

Limit values:

– index from 1 to 0.75 – monopoly market;
– index from 0.75 to 0.50 – oligopolistic market;
– index from 0.50 to 0.25 – the market of monopolistic competition;
– index from 0.25 to 0 – the market is competitive.

VII. The Gini concentration coefficient (G) includes the level of distribution of popu-
lation units by degree and takes values from 0 to 1. The larger it is, the greater the
level of concentration and uneven distribution in the market. The Gini coefficient
is reflected by the Lorenz curve, showing the relationship between the % market
share and the number of firms operating in the market.

This indicator characterizes the ratio of the area of the bounded actual Lorentz curve
and the Lorentz curve for a stable distribution to the area of a triangle bounded by the
Lorentz curve for a stable distribution of shares and the abscissa and ordinate axes.

There are a number of options for calculating the Gini coefficient (G). In this case,
we can highlight:

G =
∣∣∣1 − 2

∑n

i=n
dxid(cum)yi +

∑n

i=n
dxidyi

∣∣∣ (7)

where dxi is the share of the firm in each group;
dyi is the share of each group of firms in the total volume of production in a particular

market;
d (cum) yi is the cumulative share of production, ranked from smallest to largest firm

in the market.
Analysis of the results of all factors for forecasting and diagnosing the commodity

market showed that an important stage in determining the concentration of the commod-
ity market is the selection of the necessary index indicators and coefficients, which is
mainly of a relative nature. It is the relativity of these indicators that makes it possible
to realistically assess the commodity market.

The relativity of these indicators, on the other hand, is expressed in the same way,
in that the boundaries of these indicators are expressed subjectively and verbally. For
example,

1. the greater the coefficient of entropy (E), the greater the economic uncertainty, the
lower the level of concentration of sellers in the market;

2. the lower the HHI, the lower the concentration, etc.

For a better formulation and representation of these factors, the theory of fuzzy sets,
which was first proposed by Lutfi Zadeh in 1965 [4], is suitable.

On the other hand, the need to take into account the proposed factors when solving
the problem of forecasting and diagnosing the commodity market makes it possible to
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classify this problem as a decision-making problem based on fuzzy inference [5–12],
using the base of fuzzy rules.

2 Formulation of the Problem

The analysis of the proposed indicators for solving the problemof diagnosing commodity
markets has shown that their intervals, on the basis of which it is possible to determine
the level of concentration of commodity markets, are fuzzy. On the other hand, experts
always make decisions about the concentration of commodity markets subjectively,
based on experience and intuition, which determines the use of fuzzy inference systems
to solve this problem.

To implement systems based on fuzzy rules, many fuzzy inference algorithms have
been developed. Fuzzy inference algorithms differ mainly in the type of rules used,
logical operations and a kind of defuzzification method. Fuzzy inference models have
been developed for Mamdani, Sugeno, Larsen, Tsukamoto, Aliyev (ALI-1, ALI-2, ALI-
3, ALI-4) [6, 9].

As you can see from the figure, the fuzzy inference system consists of the following
blocks:

1. Knowledgebasewhich includes: 1.1RuleBase– It contains fuzzy IF-THENrules.1.2
Database – It defines the membership functions of fuzzy sets used in fuzzy rules.

2. Fuzzification Interface Unit – It converts the crisp quantities into fuzzy quantities.
3. Decision-making Unit – It performs operation on rules.
4. Defuzzification Interface Unit – It converts the fuzzy quantities into crisp quantities.

We propose to use the Mamdani algorithm using the MATLAB instantiated
environment for the implementation of a fuzzy inference system [13–16].

In the database of the inference system, based on the research results, which are given
in Table 1, the membership functions of the index indicators are implemented, which
are presented in the form of linguistic terms with trapezoidal membership functions.

Using the index indicators HHI, K, E, G, 81 rules were developed for a logical
conclusion to determine the level of competition, which make it possible to determine
the degree of the possibility of forming a monopoly in the trade markets of the Republic
of Azerbaijan. A snippet of the inference rule base is shown below:

R1: If (HHI is H) and (K is H) and (E is M) and (G is L) then (Competitiveness is
Middle) (1)

R2: If (HHI is L) and (K is H) and (E is L) and (G is M) then (Competitiveness is
Middle) (1)

R3: If (HHI is L) and (K is H) and (E is L) and (G is H) then (Competitiveness is
Middle) (1)

R4: If (HHI is L) and (K is M) and (E is H) and (G is H) then (Competitiveness is
Middle) (1)

R5: If (HHI is M) and (K is M) and (E is H) and (G is L) then (Competitiveness is
High) (1)
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Table 1. Fuzzy intervals of index indicators and general rules for determining the possibility of
forming a monopoly or oligopoly.

Rules

Coefficients Concentration Competitiveness The probability
of forming a
monopoly or
oligopoly

1. Herfindahl-Hirschman
Index (HHI)

IF High THEN Low High

Middle Middle Middle

Low High Low

2. Hall-Tideman Index
(HT)

Low High Low

Middle Middle Middle

High Low High

3. Relative concentration
coefficients (K)

Low High Low

Middle Middle Middle

High Low High

4. Entropy coefficient (E) High Low High

Middle Middle Middle

Low High Low

5. Index of the maximum
share (Imax)

High Low High

Middle Middle Middle

Low High Low

6. Gini coefficient Low High Low

Middle Middle Middle

High Low High

R6: If (HHI is H) and (K is H) and (E is H) and (G is L) then (Competitiveness is
High) (1) etc.

According to the developed rules, the received responses of index indicators and their
influence on the levels of competition in the commodity markets, which are presented
in Figs. 1, 2, 3 and 4.
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Fig. 1. Surface HHI-K-Competitiveness Fig. 2. Surface HHI-G-Competitiveness

Fig. 3. Surface HHI-E-Competitiveness Fig. 4. Surface G-E-Competitiveness

3 Determining the Level of Concentration of Commodity Markets

To determine the level of concentration of the commodity markets of the Republic of
Azerbaijan, we used the results of calculating index indicators: Herfindahl-Hirschman
coefficient (HHI), relative concentration coefficient, entropy coefficient, Gini concentra-
tion coefficient for industrial, agricultural, and consumer goods markets in 2013, 2017
and 2020. The results are given for determining the levels of competition for the specified
product markets are shown in Table 2.

The table shows that the level of competition for the industrial product market in
2013 was low, that is, there was a certain monopoly. But since 2017, the situation in
this product market has changed for the better and moved to a level of high competition,
which indicates that there is no monopoly on this product market today.

The level of competition in the consumer product market in 2013 was low, and in
2017 it moved to the level of medium competition and today there is high competition
in this product market.
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Table 2. The results of the inference system

Index indicators 2013 2017 2020

Industrial commodity market HHI 1681 2809 3320

K 0.232 0.288 0.289

E 4.3 3.5 3.97

G 4.123 5.204 4.99

Result of Fuzzy Inference System Competitiveness Low Low Low

Agricultural commodity market Index indicators 2013 2017 2020

HHI 324 169 171.4

K 0.194 0.105 0.285

E 5.1 9.5 9.66

G 2.278 2.059 2.153

Result of Fuzzy Inference System Competitiveness Middle High High

Consumer product market Index indicators 2013 2017 2020

HHI 484 225 809

K 0.008 0.003 0.888

E 1.25 3.3333 5.195

G 1.725 1.878 2.042

Result of Fuzzy Inference System Competitiveness Low Middle High

However, the level of competition for the industrial product market turned out to be
low and did not change over the years under study, which suggests that there is a certain
monopoly on this product market.

4 Conclusion

Diagnostics of the level of competition of the republic’s commodity markets (industrial
commodity market, agrarian commodity market, consumer commodity market), carried
out on the basis of a fuzzy logical conclusion, showed that positive dynamics is observed
in the agrarian and consumer goods markets in terms of organizing pure competition.
This suggests that in these markets, commodity producers and consumers will find their
rightful place not only in the domestic but also in foreign markets.

The studies carried out have confirmed that the country’s commodity markets are
mainly developing and expanding steadily, and the existing shortcomings are eliminated
in accordance with the adopted state programs for the socio-economic development of
the republic in all important areas.

The studies carried out and the results obtained confirm the correctness and expe-
diency of applying the theory of fuzzy sets to solve the problems of diagnosing and
choosing the type of market structure of commodity markets, using the complex of
indices and coefficients for assessing the level of concentration proposed in this work.
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Abstract. The paper deals with measuring the effectiveness of Natural Language
in decision-making to have comprehensive results. It’s more convenient for people
to comprehend the meaning of linguistic terms rather than quantitative data. A lot
of studies have shown that people don’t understand or they are reluctant to act upon
numerical data.We surveyed people presenting two different types of information:
Natural Language Generation (NLG) and graphical representation to measure the
predicted number of tourist arrivals to three countries in four quarters. Fuzzy
Inference analysis was applied on the base of the collected data. As a result of the
survey, it became clear that people are more inclined in making decisions on NLG
rather than on state-of-the-art graphics. Only 27% of the people made decision
on graphical based information, the others chose NLG conveyed by “IF…Then”
rules. The validity of the decisions made on NLG is 78%, while the other one is
less than 62%.

Keywords: Natural Language Processing · Natural Language Generation ·
Decision making under uncertainty · Fuzzy If-Then rules · Fuzzy Inference
Systems · Deep learning

1 Introduction

The main purpose of Natural Language Processing which is one of the main subsets of
Artificial Intelligence is to support computers to learn and process human languages. It
makes computers be close to a human-level intelligence, comprehension, intuition [1].
It is an area which incorporates computer science, artificial intelligence, and linguistics.
But fully understanding and reproducing the meaning of language is an extremely dif-
ficult task. Computers are unable to convert the same semantic understanding, meaning
as human. They don’t possess the same intuitive comprehension of natural languages
[2]. Recent advances in Artificial Intelligence support computers to present innovations
in natural language. Deep Learning makes possible to write programs to enhance trans-
lation, semantic understanding and summarization [3]. etc. All the mentioned issues
enable people to comprehend and process computations on large texts.

Natural Language Generation is one of the subsets of Natural Language Processing
which enables computers to write, to produce a human language text response based
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on some data input [4]. Natural Language Generation (NLG) technology enables us to
get better results than traditionally used quantitative data representation techniques for
supporting exact decision-making [5]. NLG has the potential to automatically produce
linguistic descriptions of uncertainty to support decision-making. It can be used as a
successful method to support decision-making.

A lot of NLG researchers have investigated the conversion of numbers into linguistic
units [6].Weanalyze the importance of converting numerical representations intoNatural
Language to get better choices in decision-making [7]. We consider the exemplar task
of measuring number of tourist arrivals during four quarters of a year for 3 selected
countries. Section 2 gives introductory information about criteria of fuzzy If-Then rules,
Sect. 3 discusses the main goal of the paper and some introductory information about
the research. Section 4 explains the implementation of the process, gives results derived
from Fuzzy logic-based analysis. Section 5 comprises the conclusion of the work.

2 Preliminaries

Definition 1. Fuzzy number [8, 9]: A fuzzy number is a set A on R which has the
following features: a) A is an ordinary fuzzy set; b) A is a convex fuzzy set; c) α– cut of
A, Aα is a closed interval for each α ∈ [0, 1]; d) the support of A, A+0 is bounded.

Definition 2. Trapezoidal fuzzy number: A Trapezoidal fuzzy number (TrFN) denoted
by Ã is defined as (a1,a2,a3,a4) where the membership function

μÃ(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, x ≤ a1
x − a1
a2 − a1

, a1 ≤ x ≤ a2

1, a2 ≤ x ≤ a3
a4 − x

a4 − a3
, a3 ≤ x ≤ a4

0, x ≥ a4

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Definition 3.Fuzzy If-Then rules [8, 9]: Fuzzy if-then rule representations are generally
used to indicate the conventional statements that fuzzy logic possess.

A common fuzzy if-then rule is expressed as follows:

If x is A then y is B

where A and B denote linguistic values conveyed by fuzzy sets.
Multi-input multi-output fuzzy system is formulated in the following form

If X1 is A1 andX2 isA2 and . . . andXn isAn

Then
Y1 isB1 and Y2 isB2 and . . . and Ym isBm

where Ai and Bi are data pieces.
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3 Statement of the Problem

The paper analyzes which knowledge is more appropriate for human comprehension,
how decision-making process is held by using NLP, what conveniences it contributes
to decision making. We measure different types of knowledge to compare. Firstly, we
gathered statistical data on the number of tourist arrivals to the selected countries (A, B,
C countries) in 4 quarters. The statistical data on tourist arrivals have been taken from
official sites of the countries. Through graphical representations constructed on statistics
and textual forecasts conveyed by If-Then rules the predicted number of tourist arrivals is
predicted. Survey participants are asked to initially choose the best touristic destination
and time to visit. They must choose graphics or If-Then rules to make decision. Inputs
are seasons which don’t have universal boundaries, they’re based on weather conditions.
Output (low, medium, high) is the number of tourist arrivals. Fuzzy Inference analysis
was applied to formulate mapping of inputs and outputs. The seasons are described by
trapezoidal fuzzy numbers and the parameters of trapezoidal fuzzy numbers are months.
Winter is the union of two fuzzy numbers. If-Then rules are constructed as follows:

IF winter (1,1,2,4) (10,12,12,12) THEN low
IF spring (2,4,5,7) THEN low
IF summer (5,7,8,10) THEN high
IF autumn (8,10,10.5,12) THEN low

For B country
IF winter (1,1,2,4) (10,12,12,12) THEN low
IF spring (2,4,5,7) THEN low
IF summer (5,7,8,10) THEN high
IF autumn (8,10,10.5,12) THEN medium

For C country
IF winter (1,1,2,4) (10,12,12,12) THEN low
IF spring (2,4,5,7) THEN medium
IF summer (5,7,8,10) THEN high
IF autumn (8,10,10.5,12) THEN low

4 Solution of the Problem

As an example, we are presenting calculations for A country:

1. Statistical data of tourist arrivals for 3 countries was gathered, the figures were
normalized, standard deviationwas found.According to the obtainedfigures graphics
were set up [Figs. 1, 2 and 3]:
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Fig. 1. Graphical representation of tourist statistics under uncertainty for A country

Fig. 2. Graphical representation of tourist statistics under uncertainty for B country

Fig. 3. Graphical representation of tourist statistics under uncertainty for C country

2. Survey for choosing appropriate place and time to visit was held among 15 adults.
Only 4 of them made decisions through graphical representations, the others did
through if-then rules

3. Fuzzy Inference Systems analysis based on the statistical data and if then rules were
applied [Figs. 4 and 5].
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Fig. 4. Fuzzy partition of input

Fig. 5. Fuzzy partition of output

4. To analyze which type of data support people achieve more accurate results we
measured both the sides decisions. Fuzzy Inference Systems was applied to measure
the validity of decisions. First, we measured decisions based on graphics.

Two participants of the survey chose to visit A country in March and in August
(0.635 and 1.1), the second participant chose B country in December (0.27) and the
other one selected C country in July (0.84).

The validity analysis of results of If-Then rules-based decisions are as follows:



746 N. F. Huseynova

A country: May (1.1), April (1.1), June (1.07),
B country: (June (0.68), May (0.41),
C country: May (0.507), March (0.377), August (0.84) (2 participants), July (0.84)

(2 participants).
Totally the validity of the decisions made on If-then rules is 78%, on graphical

representation is less than 62%.
As an example, you can see screenshot of the FIS analysis made on the choice of A

country in March [Fig. 6].

Fig. 6. FIS analysis on the validity of the decisions

5 Conclusion

We introduce results of linguistic data generation which is an important issue and so
far has become uninvestigated by data-to-text community. We discovered that there
are comparable differences between NLG and graphical based choices of people. NLG
results in a 73% increase in task success over graphics and the total validity of the
decisions made on textual information are higher than the other one. It’s much more
convenient and reliable for people to make decisions on NLG rather than graphical
representations. These are significant findings, as traditional decision-making systems
commonly rely on quantitative representations.

A substantial area for future work is adaptive NLG approaches that can create text-
based systems in other areas of life.
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Solving the Problem of Building an Automatic
Control System for the Process of Water
Chemical Treatment Using Fuzzy Logic
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Abstract. This article solves the problem of building an automatic control sys-
tem for the process of chemical water treatment using fuzzy logic. The problem
of automation of chemical water purification processes at thermal power plants
is very relevant. Technological process of chemical preparation of water at the
local level is the determinant for the effective operation of the main equipment of
heating networks. In particular, it testifies to the high social significance of this
technological process. The quality of chemical preparation of water is one of the
most important factors, directly forming the basic characteristics of the system of
heat supply of the population and industrial enterprises. The aim of the work is
to solve the scientific and technical problem of developing algorithms for fuzzy
control of a number of parallel objects to control the filters of the heating network
feeder.

Keywords: Chemical preparation of water · Mode of operation of filters ·
Consumption vector of filters · Fuzzy logic · Rule base · Fuzzy regulator

1 Introduction

Currently, despite the rather high level of automation of technological processes at ther-
mal power plants, there are a number of processes where the influence of the human
factor. However, these processes are decisive because of the technological features of
the object and the difficulties arising from the application of classical methods of control
theory. As a consequence, it is impossible to avoid the influence of erroneous actions
of the operator on the process of chemical water treatment. This can lead to overcon-
sumption of chemicals and make-up water, as well as increase the risk of emergency
conditions [1]. When solving the problem of automatic control of the heating network
replenishment, it is necessary to be based on both the technological requirements for the
processes of chemical water purification and operating modes, and on the experience of
operators who have been operating the facility for a long time and have the necessary
knowledge about possible uncertainties that arise during the operation of the facility.

This work solves the problem of constructing an automatic control system for the
chemical water purification process using fuzzy logic. The use of fuzzy logic allows, in
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conditions of limited and uncertain information about the characteristics of the control
object, to use the knowledge of the operating personnel in the control process most
fully. This knowledge is used in the form of logical-linguistic approximations of formal
models of control objects [2–4].

In accordancewith the set goal, the followingmain tasks are solved in the case: Struc-
tural synthesis of a fuzzy controller for group control of some parallel objects; Devel-
opment of a methodology to form the basis of production rules for the management of a
group of facilities; Development and research of methodology of parametric synthesis
of fuzzy control system based on passive experience; Development of experimental-
industrial tests and fuzzy control system for operation of the filter group of the drinking
water device of the heating network.

A method of structural-parametric synthesis of a fuzzy system is proposed to control
the operation of the filter unit of the heating system drinking water block. This system
is based on the use of configurable membership functions that ensure that management
effects are consistent with benchmarks [4].

The operator, in a situation of such uncertainty, going out of the current state of
the object and experience of operation, in essence, intuitively makes decisions on the
management of their work.

2 Structure of the Work

The device, which performs the process of chemical purification of water to supply
the heating network with drinking water, consists of several N-cation exchange filters
designed to soften the water. Opens when the filter is finished. The water is cleaned
during operation and before the filters are applied. The purpose of water purification is
to eliminate compression of the cation exchange layer to reduce the hydraulic resistance
of the filter. It is also to ensure that the aqueous solution enters the cation exchange
layers freely. The load of the block consisting of six filters is determined by the current
water consumption. Therefore, the number of filters operating in parallel is determined
by the nominal load requirement depending on the required capacity of the block. The
decision moving the filter from one state to another is currently made by the operator.
That is, the load distribution in the filter block is controlled manually. This reduces the
efficiency and accuracy of the decision. The task of automatic control is to determine
the moment when the filter switches to one of the possible states (operation, backup,
cleaning). Thus, the problem of load distribution between the filters of the blocks must
be solved in order to obtain a high water flow to each block and to perform the required
mode in each special filter of the block [3, 4].

2.1 Solution of the Work

The problem is non-standard due to the complexity of the regulatory object. When
solving a problem, object identification is performed. Due to the lack of clear rules in
an uncertain environment, it is difficult to apply the classical approach when describing
the mathematical model of an object and changing filters. The operator relies on the
current state of the enterprise and its own experience in such uncertainty. The system
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considers it expedient to apply themethodof intellectualmanagement as a tool that allows
the use of knowledge about the object in the form of logical-linguistic interpretation.
Intellectual management, knowledge of the object in the solution of the problem is
effectively used in the form of logical linguistic rules. It is a tool that allows you to
use all the accumulated experience in the preparation of the object when building a
decision-making algorithm. Management systems based on the use of fuzzy logic in
solving the problem are developed. Of all the intelligent management systems used, the
most appropriate is selected for the following reasons:

1. This method is more suitable for modeling the activities of an experienced operator.
2. Ability to use rich experience in the operation of the management facility and

management decisions based on a basic knowledge’s base for real situations.

2.2 Solution to the Work

Practical solution of the problem is as follows: In this work, the solution of the prob-
lem of establishing a classical fuzzy regulator for the management of parallel facilities
was considered. A methodology for establishing a universal framework for block man-
agement of parallel filters has been developed. The operating modes characterizing the
water consumption through the filters were analyzed and the following terms of the lin-
guistic variables “operating modes of the filters” were determined on the basis of expert
evaluation [5]:

A1: “Minimum lower than nominal consumption” (MLNC) – 200 m3/h;
A2: “Consumption below the nominal” (CBN) – 150 ÷ 300 m3/h;
A3: “Nominal consumption” (NC) – 250–400 m3/h;
A4: “Maximum consumption above Nominal” (MCAN) – 350 m3/h;

The operating modes of the filters included in the block were analyzed and on the
basis of expert assessment the following terms of the linguistic variables “operating
modes of the filters connected to the system” were determined:

F1: “Filters not joined” (FNJ) – 0 number;
F2: “Little joined” (LJ) – 0 ÷ 3 number;
F3: “Joined the required number” (JRN) – 3 ÷ 5;
F4: “All joined” (AJ) – 6.

The operating modes characterizing the percentage of purity of water consumption
through the filters were analyzed. Based on the expert assessment, the following terms
of the linguistic variables “purity percentage of water consumption of filters” were
determined:

B1: “Much lower than normal” (TLN) – 0% ÷ 25%;
B2: “Below the normal” (BN) – 35% ÷ 50%;
B3: “Normal” (N) – 50% ÷ 75%;
B4: “More than normal” (MN) – 75% ÷ 100%.
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Where A = {x, μ (x)} fuzzy input set - water entering the filter. B = {y, μ (y)} is a
fuzzy result, i.e. the percentage of water purity. F = {z, μ (z)} is a fuzzy input, i.e. the
number of working filters. A ⊂ X, B ⊂ Y, F ⊂ Z. Xε {0; 500}, Yε {0; 100}, Z ε {0;
6} are content of water, filters, and water purity (inlet and outlet). R (x, y, z) is a fuzzy
attitude matrix defined by an expert in the scheme of fuzzy language rules:

The fuzzy rules for control:

İF X = A1 and Z = F1 Then Y = B1
or
İF X = “Minimum lower than nominal consumption” and Z = “Filters not joined”
Then Y = “Much lower than normal”
İF X = A2 and Z = F2 Then Y = B2
or
İF X = “Minimum lower than nominal consumption” and Z = “Filters little joined”
Then Y = “Below the normal”
…….

Using standard trapezoidalmembership functions [4, 7],X fuzzymodel of the control
object input is formed with (1)–(4):

µ1(x) = min(max(2 − 0.02 · (x − 100), 0), 1) (1)

µA2(x) = max

(
1 − |x − 100|

50
, 0

)
(2)

µA3(x) = min(max(2 − 0.02 · (x − 400), 0), 1) (3)

µA4(x) = min(max(2 − 0.02 · (500 − x), 0), 1) (4)

Using standard trapezoidal belonging functions,A fuzzymodel of the control object’s
output is formed with (5)–(7):

µF1(y) = min(max(2 − 0.02 · (z − 2), 0), 1) (5)

µF2(y) = max(1 − |z − 2|, 0) (6)

µF3(x) = min(max(2 − 0.02 · (z − 3), 0), 1)

µF4(y) = min(max(2 − 0.02 · (6 − z), 0), 1) (7)

Using standard trampezoidal belonging functions, F fuzzy model of the control
object’s output is formed with (8)–(10):

µB1(y) = min(max(2 − 0.02 · (y − 37), 0), 1) (8)
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µB2(y) = max

(
1 − |y − 75|

25
, 0

)
(9)

µB3(x) = min(max(2 − 0.02 · (x − 75), 0), 1)

µB4(y) = min(max(2 − 0.02 · (100 − y), 0), 1) (10)

The set of functions describes (1)–(4) a model of the mode of operation of the filter
based on fuzzy logic (Fig. 1) [5, 6]:

Fig. 1. Fuzzy model of filter input (x) and (Z), output (y) operation mode

For these models, two main types have been developed: Mamdani type of fuzzy
regulators for working filters with a known number. This is sufficient to simulate the
maximum number of combination models of different filter operating modes. Combina-
tions of modes in accordance with (1) and (4) are not used because they are not applied
in practice. The decision to change the filter is described in the production rules based
on the combination of modes of all currently operating block filters. Each production
rule is written in the form “If… Then…”. For example, “If all the filters work in one
mode, then the amount of clean water at the outlet will be minimal.” 46 production rules
have been developed for the Mamdani type system. Deflation in the Mamdani system
was performed using the “maximum maximum” method.

When developing a methodology for forming a universal base of rules for fuzzy
control of a group of parallel operating objects, a study of the control object was carried
out. Based on the results of the study, it was concluded that all possible combinations
of filter operation modes can be conditionally divided into three groups, differing in the
number of distinguishable filter operation modes [6, 7]:

– the first group - all filters work in one mode;
– the second group - two different filter modes are distinguished;
– the third group - three different modes are distinguished.

Based on this division, a universal base is formulated, consisting of 11 rules. These
rules cover all possible combinations of filter modes and regardless of the number of
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filters in operation (here c1, c2,… represent all possible combinations of filter operating
modes) (11)–(21):

µC1(x) = min
(
µA1(xi)

)
, (11)

µC1(x) = min
(
µA1(x1), µA1(x2), µA1(x3), µA1(x4), µA1(x5), µA1(x6)

)

µC2(x) = min
(
µA2(xi)

)
, (12)

µC2(x) = min
(
µA2(x1), µA2(x2), µA2(x3), µA2(x4), µA2(x5), µA2(x6)

)

µC3(x) = min
(
µA3(xi)

)
, (13)

µC3(x) = min
(
µA3(x1), µA3(x2), µA3(x3), µA3(x4), µA3(x5), µA3(x6)

)

µC4(x) = min
(
µA4(xi)

)
, (14)

µC4(x) = min
(
µA4(x1), µA4(x2), µA4(x3), µA4(x4), µA3(x5), µA2(x6)

)

µC5(x) = min(min
j

(
max
i

(
µA1(xi), µA2(xi)

))
,max

i

(
µA1(xi)

)
,max

i

(
µA2(xi)

)
(15)

µC6(x) = min

(
min
j

(
max
i

(
µA1(xi), µA3(xi)

)))
,max

i

(
µA1(xi)

)
,max

i

(
µA3(xi)

)
(16)

µC7(x) = min

(
min
j

(
max
i

(
µA2(xi), µA3(xi)

)))
,max

i

(
µA2(xi)

)
,max

i

(
µA3(xi)

)
(17)

µC8(x) = min

(
min
j

(
max
i

(
µA2(xi), µA4(xi)

)))
,max

i

(
µA2(xi),max

i

(
µA4(xi)

))
(18)

µC9(x) = min

(
min
j

(
max
i

(
µA3(xi), µA4(xi)

)))
,max

i

(
µA3(xi),max

i

(
µA4(xi)

))
(19)

µC10(x) = min

(
min
j

(
max
i,j=3

(
µAj (xi)

)))
,max

i

(
µA1(xi)

)
,max

i

(
µA2(xi)

)
,max

i

(
µA3(xi)

)
(20)

µC11(x) = min

(
min
j

(
max
i,j=3

(
µAj (xi)

)))
,max

i

(
µA2(xi)

)
,max

i

(
µA3(xi)

)
,max

i

(
µA4(xi)

)
(21)

Here the parameter x = (x1, x2, x3, . . . xW ) is the vector of consumption of working
filters,W is the number of working filters, N is the number of members of the linguistic
variable “filter operation mode”,

⋂
is the fuzzy AND operation,

⋃
is the fuzzy OR

operation.
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The formulated algorithm can be written using a matrix of coefficients, where the
line denotes the rule number, and the column denotes the tested mode of operation (the
first column is “Below the minimum possible”, the second is “below the nominal”, the
third is “Nominal”, the fourth is “Above themaximum allowable”). The describedmatrix
looks like this:

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

1 1 0 0

P= 1 0 1 0

1 0 0 1

1 1 0 0

0 0 1 1

0 1 1 1

1 1 1 0

(22)

Using the matrix p, the condition for finding the filter in one of the checked states is
written as follows:

W⋂
i=1

⎛
⎝ N⋃

j=1

(
pj,m ∩ µAj (xi)

)⎞⎠ = min
(
max

(
min

(
pj,m, µAj (xi)

)))
,

i = 1, 6, j = 1, 4, m = 1, 11

(23)

where i, m is the matrix element located in the i-th row, the m-th column. In (23), the
checked states are included in the sum over j with a factor of one, and undesirable states
- with a factor of zero. If the filter is only in an undesirable state, then the sum over i,
and, therefore, the product over i will be equal to zero and the rule being checked will
not affect the value of the membership function µc,A(xi).

Checking that in each of the checked states there is at least one filter using the matrix
p can be written as an expression:

⋂N

j=1

[⋃W

i=1
µAj (xi)(1 − pj,m)

]
= min

j

[
max(max

i
(µAj (xi))),

(
1 − pj,m

)]
(24)

In order not to check the conditions that are not checked by this rule, the signal “there
are filters in this situation” is deliberately given.

(
1 − pj,m

)
(25)

For them, the bracket (19) will be equal to one. This means the sum of i. For tested
situations (19) it will disappear. The result of i will depend on whether at least one filter
is in the tested condition. It had to be found. At the next step, as a result of performing
the fuzzy operation AND, we get a universal rule describing on the basis of fuzzy rules
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from expressions (22) and (23):

W⋂
i=1

⎛
⎝ N⋃

j=1

pj,m ∩ µAj (xi)

⎞
⎠∩

N⋂
j=1

(
W⋃
i=1

µAj (xi) ∪ (1 − pj,m)

)

= min

[
min
i

(
max
j

(
pj,m

))
, µAj (xi);min

i

(
max
j

(
µAj (xi)

)
,
(
1 − pj,m

))] (26)

Rates are then assigned to each of the four possible classes (“exclude”, “weaken”,
“ignore”, “enter the system”). The highest value for each class is calculated by the
formula (26).

The term B1 - “softening” of operations - corresponds to the rules (11), (12), (15),
(16), (20).

In the (27) calculates the membership function of the term B1:

µB1(x) = µC1(x) ∪ µC2(x) ∪ µC5(x) ∪ µC6(x) ∪ µC10(x)

= max
(
µC1(x), µC2(x), µC5(x), µC6(x), µC10(x)

)
.

(27)

The term B2 - “opening from the system” - corresponds to the rules (17), (18), (21).
In the (28) calculates the membership function of the term B2:

µB2(x) = µC7(x) ∪ µC8(x) ∪ µC11(x) = max
(
µC7(x), µC8(x), µC11(x)

)
(28)

The term B3 - “not taken into account” - corresponds to the rule (17).
In the (29) calculates the membership function of the term B3:

µB3(x) = µC7(x) (29)

The term B4 - “inclusion in the system” - corresponds to the rules (14), (19).
In the (30) calculates the membership function of the term B4:

µB4(x) = µC4(x) ∪ µC9(x) = max
(
µC4(x), µC9(x)

)
(30)

In fuzzymanagement, the final operation is the procedure of converting a fuzzy result
into a physical variable - a fuzzy price:

Z = arg
(B1,B2,B3,B4)

max
{
µB1(x), µB2(x), µB3(x), µB4(x)

}
(31)

Thus, the solution is chosen according to the degree of belonging to which of the
terms B (27)–(30).

In this study, a fuzzy regulatory system was established through passive practice.

3 Conclusion

The parameters of the fuzzy regulator were determined using the membership func-
tions of the original model of the operating modes of the filters. Decisions made by a
fuzzy regulator should be as consistent as possible with some standard decisions (train-
ing example). The training form was developed on the basis of archived information
about the boiler house of the heating system. A training sample of key situations was
developed using archived data. The main situation is determined by the combination of
current consumption of block filters and the decision of the operator according to this
consumption.
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Abstract. In the cutting edge of the businessworld it is impossible to overcome all
of the challenges without contribution of subcontractors whichmeans outsourcing
activity. As a business practice outsourcing is hiring a party outside a company to
do services or make goods that were conventionally performed by the company’s
own employees and staff. It is usually undertaken as cost-cutting measure that
can contain various types of occupations from manufacturing to the head office.
Another point is about focusing on main points of business that outsourcing can
handle this issues by spinning off less important operations to outside companies.
The main objective of this paperwork is exhibiting how fuzzy analytical hierarchy
process works to select appropriate subcontractor company. In this study three
alternatives are compared over four criteria which characterize these companies
based on their performance requirements respectively. In the aim of eliminating
ambiguity of information and to calculate relative weights of selecting method,
Fuzzy AHP has been chosen that can be effective tool to deal with the given
problem.

Keywords: Outsourcing · Fuzzy analytical hierarchy process · Triangular fuzzy
number

1 Introduction

Nowadays outsourcing has become an integral part of business operations that is “Buy-
ing more goods and services from outside domestic or foreign vendors” [1]. It mostly
considers the contracting of a business process, operational, and non-core functions, such
as manufacturing, facility management, call center. Outsourcing has grown much due to
the general changes in business philosophy. It is a business strategy by which an orga-
nization entrusts major tasks to more specialized providers, that ultimately contributes
to the companies’ business rather than performing within its own facilities. Outsourcing
companies are third parties who execute any task for a certain period of time, activity,
job or process that was traditionally performed by employees of the company.

The reasons why a company may decide to outsource a part of their business are
resource shortages, cost savings, business flexibility, reduced overhead costs and others.
In order to decide which company is appropriate to select various decision making
methods are applied however all classical multi-attribute decision making methods are
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of an assumption that as criteria and weights are always given in crisp numbers, criteria
ratings and ranking degree of their importance can be easily and precisely implemented.
However, in real life of the decision making issues face constraints from imprecise and
vague criteria [2]. In order to deal with complex engineering problems MCDM is one
of the methodological tools [3].

An array of problems with vague information in MCDM are found by decision mak-
ers since the properties of these problems often require such kind of information. When
we need human knowledge modelling and human evaluations, fuzzy set approaches can
be applied. More than past 40 years this study has been studied extensively and is con-
sidered as important tool for problem modelling and solution. Lots of the early interest
in this theory pertained to represent uncertainty in human cognitive processes. Many
definitions are available for fuzzy logic and derivations. Definition of Type–1 fuzzy sets
is: If X denotes a classic set of objects, named the universe, in which elements are consist
of x [4]. Membership in a classical subset A of X is viewed as a characteristic function
µA from [0, 1] to {0, 1} where {0, 1} is a valuation set; While 1 indicates membership
0 is non-membership.

To deal with problems in various areas like engineering, business, health and med-
ical sciences fuzzy set approach has grand value. Integrated approach of MCDM with
fuzzy set has been applied successfully over the years. MCDM as a branch in which
fuzzy set theory found a wide application area. The fuzzy set was first brought into the
MCDM science by Bellman and Zadeh. As a branch of mathematics, fuzzy logic allows
a computer to model the real world the same way that people do. Their suggestion is to
define decision as the conflux between the constraints and the goals. Here maximizing
decision is considered a point where fuzzy decision attains its maximum value µA(X):
R = [0, 1] is equal to (1) (Fig. 1)

µA(X ) =

⎧
⎪⎨

⎪⎩

x−a1
a2−a1 , If a1 ≤ x ≤ a2
a3−x
a3−a2 r if a2 ≤ x ≤ a3
0 otherwise

(1)

µA(X)

r

a1 a2 a3

Fig. 1. Membership function of elements of Set A
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Analytical hierarchy process is a kind of additive weighting tool for analyzing and
solving issues based on the synthesis of math and psychology. It was developed by T. L.
Saaty in the 1970s and has been deeply investigated and studied. It has been widely used
in group decision making, and its use is supported in several fields such as government,
business, industry, healthcare and education. The AHPmethod’s advantage is not only in
finding “correct” decision, but also compared to othermethodswith its nicemathematical
properties which help decision makers to define the solution that best suits their target
as it is difficult for them to determine importance weights accurately. Final step of the
AHP application is calculation of numerical priorities for each alternative. Variousworks
have been dedicated to development of Fuzzy AHP methodology since its proposal. C.
Kahraman et al. [5] have used this approach to compare and select supplier firms which
is a multi-criterion problem to decide which one to select as a complex problem. F. Zhu
et al. [6] have proposed innovative framework in order to give solution to stochastic
multi-criteria problems when there are vagueness in criteria performance values and
criteria weights at the same time over the problem of reservoir flood control operations.
F. Junior et al. [7] have compared Fuzzy AHP and Fuzzy TOPSIS methods in order to
contribute to the selection problem of suppliers which encompasses enough information
about both approaches. S. Patil and R. Kant [8] attempted to combine a Fuzzy AHP and
Fuzzy TOPSIS methods in the aim of identify and prioritize the solutions of Knowledge
Management adoption in Supply Chain to eliminate barriers.

2 Statement of Problem

The case is to select optimum subcontractor company by using fuzzy AHP method. One
of the three alternatives denoted as Company A, Company B and Company C has to win
the tender and to be rent by Client Company based on performance requirements which
are taken as criteria. These criteria are determined by conducting a survey among some
client companies what they prefer and want from subcontractor companies to handle
work packages to them. Following this method, the subcontractor companies are ranked
and the best one is determined. The hierarchical structure has shown in Fig. 2.

Quality

Reliability Flexibility

Reputation

Choosing the best subcontractor company.

Fig. 2. Research hierarchical structure

Pair-wise comparisons value is exhibited in triangular fuzzy numbers (TFN). The
linguistic scale is translated to fuzzy scale through triangular fuzzy conversion scale
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which is described in Table 1. Different values of criteria are shown from Tables 2, 3, 4,
5, and 6 in triangular fuzzy numbers.

Table 1. Triangular fuzzy conversion scale [3]

Linguistic description TFS TFR

Just equal (1, 1, 1) (1, 1, 1)

Equally important (1/2, 1, 3/2) (2/3, 1, 2)

Weakly important (1, 3/2, 2) (1/2, 2/3, 1)

Strongly more important (3/2, 2, 5/2) (2/5, 1/2, 2/3)

Very strongly more important (2, 5/2, 3) (1/3, 2/5, 1/2)

Absolutely more important (5/2, 3, 7/2) (2/7, 1/3, 2/5)

Table 2. Evaluation of the companies to the quality

Quality Company: A Company: B Company: C

Company: A (1, 1, 1) (1.28, 1.45, 1.78) (1.38, 1.85, 2.05)

Company: B (1.32, 1.96, 2.35) (1, 1, 1) (1.63, 2.02, 2.48)

Company: C (2.36, 2.85, 3.48) (2.95, 3.37, 3.95) (1, 1, 1)

Table 3. Evaluation of the companies to the reliability

Reliability Company: A Company: B Company: C

Company: A (1, 1, 1) (0.92, 1.36, 1.98) (1.10, 1.56, 2.14)

Company: B (0.56, 1.06, 1.84) (1, 1, 1) (1.35, 1.95, 2.31)

Company: C (2.15, 2.85, 3.24) (2.70, 3.12, 3.85) (1, 1, 1)

Table 4. Evaluation of the companies to the flexibility

Flexibility Company: A Company: B Company: C

Company: A (1, 1, 1) (0.52, 0.95, 1.25) (1.21, 1.84, 2.84)

Company: B (0.92, 1.54, 2.15) (1, 1, 1) (1.56, 1.98, 2.35)

Company: C (1.05, 1.67, 2.15) (0.68, 1.35, 2.01) (1, 1, 1)
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Table 5. Evaluation of the companies to the reputation

Reputation Company: A Company: B Company: C

Company: A (1, 1, 1) (0.95, 1.85, 2.61) (1.10, 2.07, 2.75)

Company: B (1.26, 2.14, 2.85) (1, 1, 1) (1.96, 2.45, 2.98)

Company: C (1.23, 1.59, 2.12) (1.29, 1.95, 2.15) (1, 1, 1)

Table 6. Evaluation matrix to the goal

Criteria Company: A Company: B Company: C Company:D

Quality (1, 1, 1) (0.49, 1.01, 1.95) (0.48, 1.48, 2.15) (0.59, 0.77, 1.26)

Reliability (2.05, 2.36, 2.65) (1, 1, 1) (1.99, 2.26, 2.86) (1.36, 1.95, 2.36)

Flexibility (0.85, 1.45, 2.26) (0.89, 1.66, 2.16) (1, 1, 1) (0.94, 1.68, 2.28)

Reputation (0.80, 1.48, 1.72) (0.89, 1.36, 1.96) (0.78, 1.52, 1.96) (1, 1, 1)

3 Solution Methodology

Method of extent analysis which has been proposed by Chang is applied in which each
object is extent to each goal, respectively. So with the following signs each extent values
for each object can be got.

Mgi1, Mgi2, ...,M
m
gi, i = 1, 2, ..., n

Here Triangular Fuzzy Numbers are Mj
gi(j = 1, 2 . . . , m).

Step 1. Value of fuzzy synthetic extent with respect to the ith object is defined:

Sk =
∑n

j=1
M =j

gi ⊗
[∑n

i=1

∑m

j=1
M j

gi

]−1

(2)

Here, (3) perform the fuzzy addition operation
∑n

j=1
M j

gi =
[∑n

i=1
lj,

∑n

i=1
mj,

∑n

i=1
uj

]
(3)

[∑n

i=1

∑m

j=1
M j

gi

]−1

= 1
∑n

i=1 u
,

1
∑n

i=1m
,

1
∑n

i=1 l
(4)

Step 2. The degree of possibility of two fuzzy numbers V(M2 ≥ M1) =
sup

[
min(µm1(x)µm2(y))

]
, (4) can be shown as hgt (M1M2) = µm2

µm2(d) =

⎧
⎪⎨

⎪⎩

1, m2 ≥ m1

0, l1 ≥ u2
l1−u2

(m2−u2)−(m1−l1)
, otherwise

(5)

To compare M1 and M2 both the values V(M1 ≥M2) and V(M2 ≥M1) are required.
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Step 3. The possibility degree for convex fuzzy number being greater than k convex
fuzzy Mi(i = 1,2,..,k) numbers can be determined by

V(M ≥ M1,M2, ...,Mk) = V
[
(M ≥ M1) and (M ≥ M2) and . . . (M ≥ Mk)

] = min V(M ≥ Mi), (6)

If di(Ai) = min V(Si ≥ Sk) (7)

For k = 1, 2..., n; k �= i the weight vector is given as

W′ = (d′(A1), d′(A2, . . . , d
′(An)

)
T (8)

Ai = (i = 1, 2, . . . n) are n elements.

Step 4. With normalization the normalized weight vectors as below:

W = (d(A1), d(A2, ..., d(An))T where W is a non - fuzzy number (9)

4 Application and Results

As an example all the companies are compared on the criteria of Quality and other
calculationswill be done analogically. So thefigures fromTable 2 are taken and following
calculations are conducted. According to (2)

∑n

j=1
Mg1 = (3.66, 4.3, 4.83)

∑n

j=1
Mg2 = (3.95, 4.98, 5.83)

∑n

j=1
Mg3 = (6.31, 7.22, 8.43)

According to (3) their reciprocal values are calculated

[∑n

i=1

∑m

j=1
Mgij

]−1

= (1/19.09, 1/16.5, 1/13.92) = (0.05, 0.06, 0.07)

Then according to the equation of (1)

S1 = (3.66, 4.30, 4.83) ⊗ (0.05, 0.06, 0.07) = (0.19, 0.26, 0.35)

S2 = (3.95, 4.98, 5.83) ⊗ (0.05, 0.06, 0.07) = (0.21, 0.30, 0.42)

S3 = (6.31, 7.22, 8.43) ⊗ (0.05, 0.06, 0.07) = (0.33, 0.44, 0.61)

Once the calculations of Step 1 completed then we can swift to find degree of
possibility by applying (5)

V(S1 ≥ S2) = 0.78; V(S2 ≥ S1) = 1; V(S1 ≥ S3) = 0.1
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V(S3 ≥ S1) = 1; V(S2 ≥ S3) = 0.39; V(S3 ≥ S2) = 1

Then according to the procedure of Step 3 we have to find weight vector by comparison
of obtained values

V(S1 ≥ S2,S3) = 0.1; V(S2 ≥ S1,S3) = 0.39; V(S3 ≥ S1,S2) = 1

So the weight vector (8)

WQlt′ = (0.1; 0.39; 1)
After normalization (9)

WQlt = (0.07, 0.26, 0.67)

Using the similar calculations obtained results of weight vectors after normalization
are as following

WRel = (0.20, 0.22, 0.58)

WFlx = (0.31, 0.36, 0.33)

WRep = (0.33, 0.37, 0.29)

If we figure out the results for the main attributes of the goal which characterize all
four criteria from Table 6.

∑n

j=1
Mg1 = (2.56, 4.26, 6.36)

∑n

j=1
Mg2 = (6.40, 7.57, 8.87)

∑n

j=1
Mg3 = (3.68, 5.79, 7.70)

∑n

j=1
Mg4 = (3.47, 5.36, 6.64)

The weight vector is

W′ = (0.55, 1, 0.76, 0.66)

After normazization

W = (0.18, 0.34, 0.26, 0.22)

We have to calculate alternative priority weights (APW) in order to determine the
best subcontractor company (Table 7)

APWA = 0.18 × 0.07 + 0.34 × 0.20 + 0.26 × 0.31 + 0.22 × 0.33 = 0.23

APWB = 0.18 × 0.26 + 0.34 × 0.22 + 0.26 × 0.36 + 0.22 × 0.37 = 0.30

APWC = 0.18 × 0.67 + 0.34 × 0.58 + 0.26 × 0.33 + 0.22 × 0.29 = 0.47

Referring to the results of calculations Company C will be hired by client company.
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Table 7. Final evaluation matrix

Criteria/Alternatives Quality
0.18

Reliability
0.34

Flexibility
0.26

Reputation
0.22

Alternative priority
weight

Company: A 0.07 0.20 0.31 0.33 0.23

Company: B 0.26 0.22 0.36 0.37 0.30

Company: C 0.67 0.58 0.33 0.29 0.47

5 Conclusion and Discussion

The purpose of this research paper was to define the best subcontractor company by
applying Fuzzy AHP methodology and assign the work packages to this company. The
top three companies were selected with four performance requirements and comparison
was drawn to decide which one would be priority to be selected. In order to get a
solution fuzzy AHP method was applied with respect to ambiguity of human decision-
making processes. Among all the criteria reliability dominates over its peers. In terms
of companies’ works company C exceeds other ones with high quality and reliable
performance.
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Abstract. The research work is devoted to the study of the characteristics of
the stress distribution in seals with a rubber matrix, depending on the degree of
deformation. Although the determination of the relative deformation of seals by
traditionalmethods allows us to obtain a fairly accurate result in the cross-sectional
area under consideration, depending on the load distribution, the results obtained
during the distribution do not fully reflect reality. In this regard, it is advisable to
usemodern information technologies that allow obtaining the necessary analytical
forecasting data. One of the most promising areas today is artificial intelligence
and fuzzy logic technologies. For this purpose, the research paper considered the
issue of determining the radial strains caused by the relative deformation of the
seal on the basis of fuzzy logic. The article proposes an approach based on the
theory of fuzzy sets to solving deformation problems in rubber matrix humidifiers.
The results of the study were used as initial data.

Keywords: Fuzzy logic · Rubber sealer · Deformation · Internal strains · Radial
strains · Saddle · Algorithm Mamdani · Sealing elements

1 Introduction

In modern conditions, the process of oil refining is complex and ambiguous and requires
accurate knowledge of all internal and external factors. However, it is impossible to
get complete information in many cases. Therefore, the process of oil production takes
place in the conditions of uncertainty that accompanies various situations [1]. The normal
operation of any technological line under the pressure of the working medium is largely
determined by the tightness of the detachable connections of the components of this
line (apparatuses, pipelines, machines) and the strength of the parts that make up these
components, including the parts of these connections. Violation of tightness reduces the
efficiency of production due to losses of raw materials and the final product, leads to
environmental pollution and reduces the safety of equipment operation in case of leaks
of toxic, explosive and fire-hazardous working environments. The tightness of the split
connection is provided by a sealing element placed between the sealing parts of the
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connection [2, 3]. Rubber is widely used as a sealing element material. Therefore, it is
advisable to use rubber seals during the study.

2 Solution Method

Rubber seals used in industrial machines and equipment are indispensable elements
during filling metal-to-metal gaps, creating tightness in any nodes, and in breaking the
connection between the environments.

One of the important issues is the resistance of rubber sealing elements to wear due
to climatic conditions and strains due to deformation, depending on the load on them.
These elements operate at high pressures, loads and aggressive environments in machine
and equipment nodes. Their failure in working nodes leads to failure of machinery and
equipment. These elements play an important role in equipment used in the production of
oil and gas in high pressure flowing wells. The seal assembly of a set of equipment used
in oil and gas production in the oil and gas industry is equipped with rubber elements.
Rubber cups and gaskets, which are the main sealing elements of fountain equipment,
operate under high pressure, load and aggressive environment. Failure of these units leads
to the termination of the operation of the entire fountain complex. U-shaped, O-shaped,
triangular, rectangular and trapezoidal cross-section sealing elements are used in high
pressure gate structures and packers of fountain and drillingmanifolds. They are exposed
to the corrosive environment, working in aggressive environments and under pressure.
Their failure leads to the shutdown of the shutter structures and environmental pollution.
These failures are directly related to the strain-strain state in the seat in which the sealing
element is seated and from its material. From this point of view, the determination by
modern methods of the strain-strain state of rubber sealing elements of gate structures
and the application of the results obtained in their design is an important task [4, 5].

Determination of the relative deformation of seals by traditional methods does not
allow obtaining a sufficiently accurate result. In this regard, it is advisable to use modern
information technologies that allow obtaining the necessary analytical forecasting data.

One of the most promising areas today is artificial intelligence and fuzzy logic
technologies. For this, the research work considered the issue of determining the relative
deformation of the seal on the basis of fuzzy logic [6].

Experiments were carried out to determine the relative deformation of the sealing
element of the valve structure operating under high pressure (Fig. 1, Fig. 2), proposed
by us. The parameters of the rubber sealing element are shown in Table 1.

Table 1. Table of experiments to determine the relative deformation of seals

PW, MPa Time, day Type of material Seal diameter

65 ÷ 70 30 Rubber B14 matrix panel Outer diameter – 60 mm
Inner diameter – 50 mm

The experimental values for the original database are shown in Table 2.
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In theory, the radial strain in the sealing element is determined as follows.
The radial strain is determined as follows:

σr = −2F

πδ
· cosθ

r
(1)

where: F – is the dispersed force acting on the seal;
δ – thickness of the seal;
θ – the angle at point M, formed by the radius vector with the Z axis, θ = const.

Table 2. Experimental values for the original database

F;106N δ; mm r; mm Radial strain

0 8 60 σr = − 2F
πδ · cosθ

r

1 7,74 60,1

1,5 7,4 60,3

2 7,15 60,6

2,5 6,88 61,00

3 6,5 61,2

3,5 6,3 61,5

4 6,2 62,00

4,5 0,00 Saturation

Fig. 1. General view of the rubber sealant

The input parameters adopted for solving the problem are shown in Table 3.
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Fig. 2. Load diagram of the cross-section of the rubber seal

Table 3. Nominal value of input variables

Variables F
(diffused force)

δ

(seal thickness)
R
(seal diameter)

σ

(radial strain)

Un.ofmeasure (106N ) (mm) (mm) 103 (Pa)

Change interval 0–4.5 6.2–8 60–62 100 ∗ 103 − 200 ∗ 103

3 Preliminaries

Fuzzy control is widely used in applications such as servomotor and process control.
[1–3].

Definition 1. Type-1 fuzzy sets. Let X be a classical set of objects, called the universe,
whose generic elements are denoted x. Membership in a classical subset A of X is often
viewed as a characteristic function μA from [0,1] to {0,1} such that

μA(x) =
{
1 if x ∈ A
0 if x /∈ A

where {0, 1} is called a valuation set; 1 indicatesmembershipwhile 0—nonmembership.
If the valuation set is allowed to be in the real interval [0, 1], then A is called a fuzzy
set, μA is the grade of membership of x in A: μA(x) : X → [0, 1].

A fuzzy set A is a subset of X and is defined as

A = {(x, μA(x), |x ∈ X )}
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Definition 2. A triangular fuzzy number
�

A can be defined by a triplet
(
a1, a2,a3

)
where

the membership can be determined as the following equation:

μÃ(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, x ∈ [−∞, a1]
x−a1
a2−a1

, x ∈ [a1, a2]
a3−x
a3−a2

, x ∈ [a2, a3]

0, x ∈ [a3, + ∞]

The Mamdani algorithm: Let us first note that the mechanism of fuzzy conclusions
used in various expert and control systems is based on a knowledge base formed by
specialists of the subject area in the form of a set of fuzzy predicate rules of the form:

R1: İF X is A1, THEN Z is B1,
R2: İF X is A2, THEN Z is B2,
………
RN: İF X is AN, THEN Z is BN.
where x is an input variable (a name for known data values), z is an output variable

(a name for the data value to be calculated); Ai and Vi are fuzzy sets defined on X and
Z, respectively, using the membership and (z) functions [7, 8].

4 Statement of the Problem and Solution

The main goal of the work is to determine the degree of deformation in seals with a
rubber matrix using fuzzy logic.

We will use the Mamdani model as the fuzzy logic inference model. Fuzzy Toolbox
Matlab package was chosen as a simulation tool.

Fuzzy rules for Mamdani extraction are based on specific input and output variables.
Three input models and one output model are offered, some of the rules are shown below.
For this task (6) “IF-THEN” will be defined as a set of production rules. Fuzzy inference
is based on the Mamdani model [9, 10], based on the following fuzzy knowledge base.

Rule 1. IF the diffused force acting on the seal is small and the thickness of the seal
does not change AND the diameter of the seal does not change, THEN the radial strain
is close to 0.
Rule 2. IF the diffused force acting on the seal is below normal AND the thickness of
the seal is below normal AND the diameter of the seal is above normal, THEN the radial
strain is low.
Rule 3. IF the diffused force acting on the seal is close to normal AND the thickness of
the seal is much lower than normal AND the diameter of the seal is much larger than
normal, THEN the radial strain is slightly lower.
Rule 4. If the diffused force acting on the seal is normal AND the thickness of the seal
is too small AND the diameter of the seal is too large, THEN the radial strain is normal.
Rule 5. If the diffused force acting on the seal is more than normal, AND the thickness
of the seal is much less than normal, AND the diameter of the seal is much larger than
the norm, then the radial strain is greater than normal.
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Rule 6. If the diffused force acting on the seal is too large, AND the thickness of the
seal is too small, AND the diameter of the seal is too large, then the radial strain is
dangerously high.

To solve the problem, a fuzzy model was built with 3 input and 1 output variables.
During solving a problem, input and output variables are represented as linguistic vari-
ables, and each linguistic variable is defined as the following set of terms: The input
variables are shown in Table 4, output variable are shown in Table 5 (Fig. 3, Fig. 4,
Fig. 5).

Fig. 3. Radial strain dependence on diffused force

Fig. 4. Radial strain dependence on diameter of the seal

TheMamdani-type extractionmodelwas used as themain fuzzy logical resultmodel.
Matlab\Fuzzy Toolbox was chosen as the simulation tool. Experimental researches have
shown that the calculation results are acceptable for assessing the radial deformation
strain during compression by the axial load of a circular seal. Researches have found the
existence of permanent deformation only on the outer contour of the seal. The rate of
change of the radial strain depending on the given diffused force – F, δ – thickness and
diameter of the r-seal are given in Table 6.
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Fig. 5. Radial strain dependence on thickness of the seal

Table 4. Input variables

№ Input variables Input variable values

Less Normal More

1 F (diffused force) [0 1.5 2.0] [2 2.5 3.0] [3.0 3.5 4.0 4.5]

2 δ (seal thickness) [0 5 6.3] [6.0 6.9 7] [7.0 7. 25 7.75]

3 r (seal diameter) [60.0 60.2 60.5] [60.5 61.0 61.3] [61.2 61.5 62.5]

Table 5. Output variable

№ Output variable Output variable values

Low Normal Tall

1 Radial strain [100000 110000
130000]

[130000 140000
160000]

[160000 180000
200000]
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Table 6. Research results

F; diffused force δ; mm
thickness of the seal

r; mm
seal diameter

Radial strain

0 8 60 1.5e+05

1 7,74 60,1 1.87e+05

1,5 7,4 60,3 1.84e+05

1.6 7.35 60.35 1.84e+05

1.7 7.32 60.4 1.47e+05

1.8 7.3 60.4 1.47e+05

2 7,15 60,6 1.34e+05

2,5 6,88 61,00 1.34e+05

3 6,5 61,2 1.18e+05

3,5 6,3 61,5 1.16e+05

4 6,2 62.00 1.5 e+05

4,5 0,00 Saturation –

5 Conclusion

The characteristic of the radial deformation of the seal by its volume shows that the
internal strain of the seal must be loaded until the deformation is saturated. This state
corresponds to the maximum value of the internal strain of the seal. Overloading will
damage the seal. Researches have found permanent deformation only on the outer con-
tour of the seal. This means that during preparing the seal, the structural dimensions
must be selected according to the degree of deformation change. Taking this change into
account, the outer diameter of its seat should be 12% larger than the outer diameter of
the seal.
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Mobile Robot Navigation with Preference-Based
Fuzzy Behaviors

L. M. Zeinalova(B) and B. O. Jafarov

Azerbaijan State University of Oil and Industry, Baku, Azerbaijan
L.zeynalova@asoiu.edu.az

Abstract. A behavior based fuzzy control for two-wheeled mobile robot with
navigation is considered. Solving the problem of avoiding obstacles inevitably
becomes an important task of robotics in case of impossibility to calculate the
trajectory before the start of its movement, or unforeseen changes in the working
environment, or in the absence of information on the exact location of obstacles.
A problem can be interpreted as a requirement for robot‘s movement from a
starting point to the given target avoiding the obstacles, reaching the target in
the shortest time, avoiding trapping. Getting from an initial position and cruising
to the next position is under closed-loop control. A mobile robot should stop at
the target within a very small position error. For coordination of these behaviors
a multi-objective techniques was applied. A selection from a set of behaviors
was represented as vector optimization problem. Behaviors are selected as Pareto
optimal solutions, using lexicographic method.

Keywords: Fuzzy logic · Mobile robot · Behavior-based navigation · Pareto
optimal solution · Multi-objective optimization

1 Introduction

A modern mobile robot needs to estimate the working environment, to forecast a tra-
jectory to escape the possible obstacles on its way. One of the control architectures is
behavior-based or in other words a reactive architecture. It doesn‘t need a complete
model of environment [1]. Prior knowledge about the environment is uncertain and
unreliable. It should be noted the unpredictable character of environment‘s dynamic.
Behavior-based navigation identify one or several control outputs (behaviors) to sensor
inputs. The considered behaviors then are “mixed” [2]. An adequate actions should be
generated to avoid collisions with simple obstacles, if one or more objects are detected
in the vicinity of the mobile robot using perceptual means. Also an adequate actions are
necessary in the case when the surrounding the mobile robot environment may contain
obstacles to personal shape (polygons, walls, ellipses and etc.). In this case, the mobile
robot should be able to efficient avoidance of these obstacles without collisions. Fuzzy
logic is applied to overcome these difficulties. Fuzzy control has shown its effectiveness
for navigation problems, but the synthesis of fuzzy controllers, which allows one to
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obtain the desired robot‘s behavior, is not always trivial. The main disadvantage of the
concept of using fuzzy logic is the lack of a generalizedmethodology in the presence of a
significant number of determined parameters (parameters ofmembership functions, rules
of fuzzy inference, etc.). Fuzzy control is used to implement different behaviors [3–5,
etc.]. Several models using fuzzy logic are used for behavior coordination, for example,
hierarchical fuzzy control, game strategy selection models for soccer robots. A knowl-
edge in fuzzy logic controllers is represented in the form of IF…,THEN… linguistic
rules. The computer and practical simulations show good robustness characteristics [3].
In the recent years, the application of intelligent control methods in the navigation of
mobile robots has been increasingly used. This, in addition to fuzzy logic, includes
neural networks [6, 7], neuro-fuzzy [8, 9], genetic algorithms [10] and other methods.
In this paper we use fuzzy logic in mobile robot navigation in uncertain environment.
The behavior based architecture is used. Behaviors are the following: target reaching,
obstacles avoiding, and local minimum avoidance. Multi-objective optimization method
is used to control the robot.

The paper is organized as follows: Sect. 2 presents the architecture of the behavior
based navigation. Section 3 shows simulation results.

2 Behavior Based Navigation

In behavior based navigation the navigation task is subdivided into small subtasks. It
allows to add new behaviors to the system [2]. In this problem we split the task of robot
navigation into three behaviors: target reaching, obstacles avoiding, and local minimum
avoidance [4]. In this study we consider a robot with two drive wheels. This is a non-
holonomic control system [5]. Here x and y are coordinates of the mobile robot, θm
represents the angle orientation of the robot, u and ω are linear and angular velocities
of the robots, r is the wheels radius, and D is the distance between two wheels. The
distance to the target and the angular error between the actual orientation and the target
orientation are denoted, correspondingly as position error (EP) and actual orientation
error (EA). which are the inputs of the fuzzy logic controller [5]:

EP =
√
D2
x + D2

y ,

EA = θm − θ

Dx = xg − x
Dy = yg − y

θ = arctan(Dy,Dx)

(1)

Movement of the robot with the target can be found as

E = EPi − EPi−1 (2)

The architecture of givenmobile robot navigator is shown in Fig. 1. The computation
module compares the real coordinates of the mobile robot with the coordinates of the
target to calculate EP, EA, E and θ , according to Eq. (1).The navigation task is realized
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by multi-objective optimization of the behavior’s objective for command fusion of the
considered behaviors. Fuzzy controller realizes all behaviors and contains the fuzzifi-
cation and inference procedures. The sensors around the robot are collected in three
modules. We reduce the dimensions of inputs by grouping the robot’s sensors reading
into three options which are left, front and right [6]. The module 1 is for the right sensors
and their inputs are d1, d2, d3. The module 2 is for the front sensors. d4, d5 are their
inputs. The module 3 is for left sensors. The inputs are the distances d6, d7 , d8. We
determine the minimal value of all sensors in the corresponding groups dl , dr , dr . For
the fuzzification of the input and output variables we use trapezoidal type of membership
functions. The knowledge base of fuzzy controller consists of IF…, THEN… linguistic
rules. Each module has different interpretation to the linguistic terms. For example, for
sensors ranging from 0.3 to 6.6 the linguistic term is Near.

Fig. 1. Fuzzy behavior control system

The linguistic rules for obstacle avoidance behavior are as follows:
IF dl is A1i AND df is A2i AND dr is A3i AND EA is A4i THEN u is B1k AND ω is

B2k .
For goal reaching behavior:
IF EP is A1i AND EA is A2i THEN u is B1k AND ω is B2k .
For local minimum avoidance:
IF dl is A1i AND df is A2i AND dr is A3i AND EA is A4i AND EP is A5i THEN u

is B1k AND ω is B2k .
For logic inference of control variables we apply max-min compositional rule for

each behavior and determineμob.av.(u∗),μgoal.reach(u∗),μloc.min .avoid (u∗),μob.av.(ω
∗),

μgoal.reach(ω
∗), μloc.min .avoid (ω

∗) taking into account all rules in linguistic tables
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μob.av.(u∗) = max(μob.av.1(u), μob.av.2(u), ..., μob.av.k (u))
μob.av.(ω

∗) = max(μob.av.1(ω), μob.av.2(ω), ..., μob.av.k (ω))

μgoal.reach.(u∗) = max(μgoal.reach.1(u), μgoal.reach.2(u), ..., μgoal.reach.m(u))
μgoal.reach.(ω

∗) = max(μgoal.reach.1(ω), μgoal.reach.2(ω), ..., μgoal.reach.m(ω))

μloc.min .avoid (u∗) = max(μloc.min .avoid1(u), μloc.min .avoid2(u), ..., μloc.min .avoidn(u))
(3)

where l, m, n means the number of rule in linguistic table.
According to definition of multi-objective decision problem the optimal control

values are determined as

u∗ = argmax(μob.av.(u∗), μgoal.reach(u∗), μloc.min .avoid (u∗))
ω∗ = argmax(μob.av.(ω

∗), μgoal.reach(ω
∗), μloc.min .avoid (ω

∗)) (4)

The solution of multi-objective optimization problem must be Pareto optimal one as
there cannot be the best solution for all objectives. In order to find a Pareto optimal
solution we used a lexicographic method. According to this method, preferences are
specified by ordering the objective functions according to their importance. Here the
descending order of behaviors is the following: 1) local minimum avoidance, 2) obstacle
avoidance behavior, 3) goal reaching. Then the local avoidance problem is solved as a
single objective problem. If the optimum solution is not unique, wemaximize the second
objective function for obstacle avoidance behavior. If the solution is unique andmaximal
then process stops. There are different types and shapes of obstacles a robot can face
on its path and sometimes it is difficult to predict the presence of a local minimum in a
given situation. In this case we take into account that if the robot’s direction of travel is
more than 90◦ off target, then it is very likely about to get trapped. In the literature we
can findmany examples of using fuzzy PID controllers in mobile robots navigation. And
it‘s important to have tuning of the fuzzy PID controllers parameters to avoid an impact
on each fbehavior. There are various methods of fuzzy controller parameters tuning. In
our work we used fuzzy adaptive control system with PID controller in motion control
part [11].

The used kinematic model for simulation is represented by equation [5]:

⎡
⎣
ẋ
ẏ
θ̇

⎤
⎦ =

⎡
⎣
cos θ 0
sin θ 0
0 1

⎤
⎦ ·

[
u
ω

]
(5)

3 Simulation Results

Let consider an example of mobile robot behavior navigation to confirm the effective-
ness of the control system. We decompose the robot navigation task into three small
independent behaviors. The first behavior focuses on obstacle avoidance. The second
behavior focuses on goal reaching. And the third behavior is a kind of local minimum
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avoidance. Each behavior consists of a set of fuzzy linguistic IF…THEN … rules. Our
goal is to support a robot navigation with no collisions, trapping and reaching the target
in the shortest time. The goal reaching behavior drives the robot to the target direction
at the fastest speed. Only in the presence of obstacles, as well as approaching the target,
the robot should reduce its speed. In the case of a change in position and a long distance
to the target, the angle EA takes the maximum value, while the movement speed should
be low. If the robot has the same direction towards the target, the angle is reduced to zero
and the speed is maximized. As robot approaches the target, the speed decreases to zero.
The outputs of all behaviors are linear and steering velocities. As result of fuzzification
using trapezoidal membership function type the obstacle distance of each option d (m),
EA (rad), linear u (m/s) and angular ω (rad/s) velocities, EP and the movement of the
robot with the target E are represented by fuzzy sets {Very Near, Near, Far}, {Negative
Large, Negative, Zero, Positive, Positive Large}, {{Small, Medium, Large}, {Negative
Large, Negative, Zero, Positive, Positive Large}, {Very Near, Near, Far}, {Negative,
Zero, Positive},correspondingly, and are shown in Fig. 2.

Fig. 2. Fuzzy sets for input and output variables

Tables 1–3 presents control rules defined for three behaviors.
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Table 1. Linguistic rules for obstacle avoidance

Rule Inputs Outputs

dl df dr EA U ω

1 Very Near Very Near Far Positive Small Positive

2 Far Very Near Very Near Positive Medium Positive

3 Near Very Near Very Near Positive Medium Positive

4 Near Very Near Near Pos.Large Large Pos.Large

5 Very Near Very Near Far Positive Medium Pos.Large

6 Very Near Very Near Near Pos.Large Medium Negative

7 Far Very Near Far Pos.Large Medium Pos.Large

8 Near Very Near Far Zero Medium Negative

9 Far Very Near Near Pos.Large Medium Positive

10 Very Near Near Very Near Pos.Large Medium Positive

11 Very Near Very Near Very Near Negative Small Positive

12 Very Near Very Near Near Positive Small Positive

13 Very Near Near Near Zero Medium Negative

14 Very Near Near Far Zero Medium Negative

15 Very Near Far Near Zero Medium Negative

16 Very Near Far Far Neg.Large Small Neg.Large

17 Very Near Far Far Negative Small Negative

18 Very Near Far Far Zero Large Zero

19 Very Near Very Near Very Near Pos. Large Large Zero

20 Very Near Near Far Positive Large Zero

21 Near Near Far Pos.Large Medium Positive

22 Far Near Very Near Pos.Large Medium Positive

23 Near Near Very Near Pos.Large Medium Positive

24 Far Far Very Near Neg.Large Large Zero

25 Far Far Very Near Negative Large Zero

26 Far Far Very Near Zero Large Zero

27 Far Far Very Near Pos.Large Small Pos.Large

28 Far Far Very Near Positive Small Pos.Large
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Table 2. Linguistic rules for goals reaching

Rule Input Output

EP EA u ω

1 Very Near Zero Small Zero

2 Very Near Negative Small Negative

3 Very Near Neg.Large Small Neg.Large

4 Very Near Positive Small Positive

5 Very Near Posit. Large Small Posit. Large

6 Near Zero Medium Zero

7 Near Negative Medium Negative

8 Near Neg.Large Medium Neg.Large

9 Near Positive Medium Positive

10 Near Posit. Large Medium Posit. Large

11 Far Zero Large Zero

12 Far Negative Large Negative

13 Far Neg.Large Large Neg.Large

14 Far Positive Large Positive

15 Far Posit. Large Large Posit. Large

Table 3. Linguistic rules for local minimum avoidance

Rule Input Output

dl df dr E EA u ω

1 Very Near Very Near Very Near Zero Zero Small Positive

2 Far Very Near Very Near Positive Positive Medium Positive

3 Far Very Near Very Near Negative Pos.Large Small Pos Large

4 Far Far Very Near Positive Positive Medium Zero

5 Far Far Far Positive Pos.Large Medium Zero

6 Far Far Far Positive Positive Medium Zero

7 Far Far Far Positive Pos.Large Medium NegLarge

Let the start position will be (xs, ys, θs = (2, 1.8, 180◦)) and the target position is
(xg, yg, θg = (10, 2, 0◦)). Initially the distance from the robot to goal is equal to 4 and
the angle between robot and target orientation is equal to −1.6 rad according to (1).

EP =
√
D2
x + D2

y =
√

(10 − 2)2 + (2 − 1.8)2 ≈ 4

EA = θs − θ = arctan(0.2, 8) − 3, 14 = arctg(8/0.2) − 3, 14 = 1, 54 − 3, 14 = −1, 6
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For example, dr = 0.725, df = 1,04, dl = 0.836. It is obvious that at the start-
ing moment value of the movement E = EP = 5. We determine the optimal value of
each output control signal applying multi-objective optimization at the initial moment
according to (3) and (4):

For obstacle avoidance behavior: u* = 0.48, ω* = −0.077.
For goal reaching u* = 0.792, ω* = −3.13.
For local minimum avoidance u* = 0.5, ω* = 0.01.
We choose the maximal value for membership functions of control variables in case

of local minimum avoidance behavior according to (3) and lexicographic method. But
in this case these values are true for 3 rules simultaneously. As they are not unique we
consider the control values for obstacle avoidance behavior. As they are unique, but not
greater than control values for local minimum avoidance behavior then we choose u* =
0.5, ω* = 0.01. After this we set new values to xs and ys and calculate the new values
of EP and EA and so on. The mobile robot will move according to these position and
orientation. And these paths will be saved in the robot as a consequent number of (x,
y) points. After 15 runs we have determined an error between the last position and the
target as equal to 0.07.

The Fig. 3 presents the robot trajectory with start position (2, 1.8, 180°) and target
position (10, 2, 0°).

Fig. 3. Navigation of robot in unknown environment

4 Conclusion

In this paper we considered a behavior of the mobile robot. We applied a multi-objective
optimization for optimal choice of control variables. Three behaviors: target reaching,
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obstacles avoiding, and local minimum avoidance are implemented using fuzzy logic.
To verify the method a simulation was performed. It has been established that fuzzy
logic devices should make decisions not taking into account the presence of any one
obstacle, but taking into account the nearest obstacles in front, to the left and to the right
of the link. An error between the last position of robot and the target equal to 0.07 that
shows an effectiveness of this methodology.
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Akdağ, Şahin, 183, 630
Akhundov, V. J., 545
Akkaya, Nurullah, 347, 375
Akperov Imran, G., 689
Alasgarova, F., 156
Alekperov, Ramiz, 732
Alekseychik, Tamara, 474
Alexeev Anton, S., 365
Ali, Adila, 671
Aliev, Araz R., 229
Aliev, R. A., 1, 3
Aliyev R. R., 420
Aliyev, A., 59
Aliyev, Elchin, 671
Aliyev, I. R., 124
Aliyev, Nazim K., 599
Aliyev, Rafig R., 14
Aliyeva, A. S., 496
Aliyeva, Aysel, 95

Aliyeva, E. N., 748
Aliyeva, Kamala, 371, 445
Alizada, Parvin, 662
Alizadeh, Akif V., 636
Almezhghwi, Khaled, 116
Altıparmak, Hamit, 261
Anene, Promise Isioma, 237
Aslanov, J. N., 765
Averkin, Alexey, 3, 102
Aytac, Ersin, 347, 375
Azizov, R. Z., 140

B
Babaei, Ebrahim, 19
Babanli, J. M., 205
Babanli, K. M., 401
Babanli, M. B., 7, 459
Babanly, M. B., 513
Babayev, A. I., 580
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