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Due to global decline in fossil fuel reserves and contribution of their emis-
sions (during the extraction, production and utilization processes) to cli-
mate change, many countries are now examining their national energy pol-
icies with a view of shifting toward low-carbon and renewable sources of 
energy. In addition, security of supply and fluctuations in crude-oil prices 
(which can be sensitive to internal and regional conflicts) can lead to eco-
nomic vulnerability of oil-importing countries. Furthermore, the exporting 
countries can use the price of these resources to settle political differences. 

As a result of recent trends in solar energy development due to im-
proved technology, cost reduction in solar energy application equipment, 
and possible use with energy storage systems, solar energy is expected to 
play a signifi cant role in the future global energy mix, both in the devel-
oped and developing countries. This book discusses the applications, eco-
nomics, and public perceptions of solar energy conversion systems. The 
book is divided into fi ve sections: the fi rst section provides an overview of 
hybrid solar energy systems, the second discusses solar energy and con-
servation issues, the third focuses on solar energy technology, the fourth 
section is on the economics of solar energy, and, fi nally, the fi nal section 
addresses public perceptions of solar energy.

In Chapter 1, Chow and colleagues give a broad review of the pub-
lished academic works on hybrid photovoltaic/thermal (PVT) collector 
systems, with an emphasis placed on the research and development activi-
ties in the last decade. 

In Chapter 2, Cameronand colleagues examine the synergy between 
renewable energy generation goals and those for biodiversity conserva-
tion in the Mojave Desert of the southwestern USA. They integrate spatial 
data on biodiversity conservation value, solar energy potential, and land 
surface slope angle (a key determinant of development feasibility) and 
found there to be suffi cient area to meet renewable energy goals without 
developing on lands of relatively high conservation value. Indeed, they 
found nearly 200,000 ha of lower conservation value land below the most 
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restrictive slope angle (<1%); that area could meet the state of Califor-
nia’s current 33% renewable energy goal 1.8 times over. They found over 
740,000 ha below the highest slope angle (<5%)—an area that can meet 
California’s renewable energy goal seven times over. Their analysis also 
suggests that the supply of high quality habitat on private land may be 
insuffi cient to mitigate impacts from future solar projects, so enhancing 
public land management may need to be considered among the options 
to offset such impacts. Using the approach presented here, planners could 
reduce development impacts on areas of higher conservation value, and 
so reduce trade-offs between converting to a green energy economy and 
conserving biodiversity.

Klinger and colleagues presents proof-of-concept all-carbon solar 
cells in Chapter 3. These solar cells are made of a photoactive side of pre-
dominantly semiconducting nanotubes for photo-conversion and a counter 
electrode made of a natural mixture of carbon nanotubes or graphite, con-
nected by a liquid electrolyte through a redox reaction. The cells do not 
require rare source materials such as In or Pt, nor high-grade semiconduc-
tor processing equipment. They do not rely on dye for photo-conversion 
and therefore do not bleach, and are easy to fabricate using a spray-paint 
technique. They observed that cells with a lower concentration of carbon 
nanotubes on the active semiconducting electrode perform better than 
cells with a higher concentration of nanotubes. This effect is contrary to 
the expectation that a larger number of nanotubes would lead to more pho-
to-conversion and therefore more power generation. The authors attribute 
this to the presence of metallic nanotubes that provide short for photo-ex-
cited electrons, bypassing the load. They demonstrate optimization strate-
gies that improve cell effi ciency by orders of magnitude and conclude that, 
once it is possible to make semiconducting-only carbon nanotube fi lms 
that may provide the greatest effi ciency improvement.

In Chapter 4, Denholm and Mehos examines the degree to which con-
centrating solar power (CSP) may be complementary to PV via its use 
of thermal energy storage. The authors fi rst review the challenges of PV 
deployment at scale with a focus on the supply/demand coincidence and 
limits of grid fl exibility. They then perform a series of grid simulations to 
indicate the general potential of CSP with thermal energy storage (TES) 
to enable greater use of solar generation, including additional PV. The use 
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of thermal energy storage in concentrating solar power plants provides 
one option for increased grid fl exibility in two primary ways. First, TES 
allows shifting of the solar resource to periods of reduced solar output 
with relatively high effi ciency. Second is the inherent fl exibility of CSP/
TES plants, which offer higher ramp rates and ranges than large thermal 
plants currently used to meet a large fraction of electric demand. Finally, 
they use these reduced form simulations to identify the data and modeling 
needed for more comprehensive analysis of the potential of CSP with TES 
to provide additional fl exibility to the grid as a whole and benefi t all vari-
able generation sources.

Adaramola examines the feasibility of solar PV-grid tied energy sys-
tem for electricity generation in a selected location in the northern part of 
Nigeria in Chapter 5. The technical and economic performance of a com-
bination of 80 kW solar PV-grid connected was investigated. The effects 
of the cost of PV system and global solar radiation were also investigated. 
Based on the fi ndings reported in this chapter, the author concludes that 
the development of grid-connected solar PV system in the north-eastern 
part of Nigeria could be economically viable. 

In Chapter 6, different cooling methods to reduce high ambient tem-
perature effect on photovoltaic panels’ performance were proposed and 
investigated. This chapter reviews the previous work on cooling PV cells 
and concludes that the cost-effectiveness, design feasibility and minimal 
energy consumption are the important design consideration for cooling 
systems. Based on these considerations, the authors report a passive cool-
ing method that utilizes rainwater as cooling media and a gas expansion 
device to distribute the rainwater. The gas is thermally expanded from 
receiving solar radiation as such the amount of water it pushes to fl ow over 
the PV cells is proportional with the solar radiation it received. The chap-
ter reports a design and simulation of such a system for a domestic house 
application and a relationship of the gas chamber size, solar radiation and 
gas expansion volume was established for evaluation with respect to the 
variation of gas temperature and the amount of rainwater used for cooling. 
A heat transfer model was used to evaluate the performance of the cells by 
cooling with this passive device. The results show that on a design day, the 
passive cooling system reduces the temperature of the cells and increases 
electrical effi ciency of the PV panel by 8.3%.
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In Chapter 7, Timilsina and colleagues analyze the technical, eco-
nomic, and policy aspects of solar energy development and deployment. 
While the cost of solar energy has declined rapidly in the recent past, it 
still remains much higher than the cost of conventional energy technolo-
gies. Like other renewable energy technologies, solar energy benefi ts from 
fi scal and regulatory incentives and mandates, including tax credits and 
exemptions, feed-in-tariff, preferential interest rates, renewable portfolio 
standards and voluntary green power programs in many countries. Po-
tential expansion of carbon credit markets also would provide additional 
incentives to solar energy deployment; however, the scale of incentives 
provided by the existing carbon market instruments, such as the Clean 
Development Mechanism of the Kyoto Protocol, is limited. Despite the 
huge technical potential, development and large-scale, market-driven de-
ployment of solar energy technologies world-wide still has to overcome a 
number of technical and fi nancial barriers. Unless these barriers are over-
come, maintaining and increasing electricity supplies from solar energy 
will require continuation of potentially costly policy supports.

In Chapter 8, Yi and colleagues carry out a reliability based economi-
cal assessment of large-scale PV systems utilizing Universal Generating 
Function (UGF) techniques. The reliability models of solar panel arrays, 
PV inverters and energy production units (EPUs) are represented as the 
corresponding UGFs. The expected energy production models for differ-
ent PV system confi gurations have were developed. The expected unit cost 
of electricity was calculated to provide informative metrics for making op-
timal decisions. The authors apply this method to determine the PV system 
confi guration which provides electricity for a water purifi cation process.

Chapter 9, by Denholm and Hummon, evaluates the operation of Con-
centrating Solar Power (CSP) with Thermal Energy Storage (TES) in two 
scenarios of renewable penetration in a test system based on two balanc-
ing areas in Colorado and Wyoming. The authors fi nd that the simulated 
CSP plants were dispatched to avoid the highest-cost generation, generally 
shifting energy production to the morning and evening in non-summer 
months and shifting energy towards the end of the day in summer months. 
This shifting minimized the overall system production cost by reducing 
use of the least-effi cient gas generators or preferentially displacing com-
bined cycle generation over coal generation. The system also dispatches 
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CSP during the periods of highest net load, resulting in a very high capac-
ity value.  Overall, the authors conclude that the addition of TES to CSP 
increases its value; however, the difference in value between plants with 
and without storage is highly dependent on both the cost of natural gas and 
the penetration of other renewable sources, such as PV. 

In Chapter 10, Banoni and colleagues examine the cost and benefi ts, 
both fi nancial and environmental, of two forms of solar power genera-
tion, grid-tied photovoltaic cells, and Dish Stirling Systems, using con-
ventional carbon-based fuel as a benchmark. This chapter shows that both 
technologies are a sensible investment for consumers, but given that the 
dish Stirling consumer receives 6.37 dollars per watt while the home pho-
tovoltaic system consumer receives between 0.9 and 1.70 dollars per watt, 
the former appears to be a superior option. Despite the large investment, 
this chapter deduces that it is far more feasible to get few strong investors 
to develop a solar farm of large installed capacity, than to get thousands of 
households to install photovoltaic arrays in their roofs. Potential implica-
tions of the solar farm construction include an environmental impact given 
the size of land require for this endeavour. However, the positive aspects, 
which include a large CO2 emission reduction aggregated over the lifespan 
of the farm, outweigh any minor concerns or potential externalities.

In Chapter 11, Farhar and colleagues examine the social acceptance of 
utility-scale concentrating solar power project. The authors focus on social 
factors that may facilitate and impede the adoption and implementation of 
CSP—a technology that captures the sun's thermal energy using curved 
mirrors to focus sunlight onto a high temperature receiver. Based on a case 
study, the authors suggested set of policies, if implemented, can signifi -
cantly improve community acceptance of solar energy projects.

Hampton and Eckermann show in Chapter 12 that social learning prin-
ciples can provide a range of benefi ts for communication and decision 
making in the informed promotion of grid-connected photovoltaic tech-
nology. Public perceptions and citizens’ investment decisions should move 
beyond framing decisions relative to subsidy levels to consider long-term 
investment returns. Retailers and installers of residential photovoltaic sys-
tems are encouraged to promote the option of building-integrated panels 
given favourable preferences shown for such technology.

Muyiwa Adaramola
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CHAPTER 1

HYBRID SOLAR: A REVIEW ON 
PHOTOVOLTAIC AND THERMAL 
POWER INTEGRATION

T. T. CHOW, G. N. TIWARI, AND C. MENEZO

Hybrid Solar: A Review on Photovoltaic and Thermal Power Integration. © Chow TT, Tiwari GN, and 
Menezo C. International Journal of Photoenergy 2012 (2012); http://dx.doi.org/10.1155/2012/307287. 
Licensed under the Creative Commons Attribution 3.0 Unported License, http://creativecommons.org/
licenses/by/3.0/.

1.1 INTRODUCTION

In the past 3–4 decades, the market of solar thermal and photovoltaic (PV) 
electricity generation has been growing rapidly. So were the technological 
developments in hybrid solar photovoltaic/thermal (PVT) collectors and 
the associated systems. Generally speaking, a PVT system integrates pho-
tovoltaic and solar thermal systems for the co-generation of electrical and 
thermal power from solar energy. A range of methods are available such 
as the choices of monocrystalline/polycrystalline/amorphous silicon (c-Si/
pc-Si/a-Si) or thin-film solar cells, air/liquid/evaporative collectors, flat-
plate/concentrator types, glazed/unglazed designs, natural/forced fluid 
flow, and stand-alone/building-integrated features. Accordingly, the sys-
tems are ranging from PVT air and/or water heating system to hot-water 
supply through PV-integrated heat pump/pipe or combined heating and 
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cooling and to actively cooled PV concentrator through the use of lens/
reflectors. Engineering considerations can be on the selection of heat re-
moval fluid, the collector type, the balance of system, the thermal to elec-
trical yield ratio, the solar fraction, and so on. These all have determining 
effects on the system operating mode, working temperature, and energy 
performance.

Theoretical and experimental studies of PVT were documented as ear-
ly as in mid 1970s [1–3]. Despite the fact that the technical validity was 
early concluded, only in recent years that it has gained wide attention. The 
amount of publications grows rapidly. The following gives an overview of 
the development of the technology, placing emphasis on the research and 
development activities in the last decade. Readers may refer to Chow [4] 
for a better understanding of the early developments.

1.2 PVT DEVELOPMENTS IN THE TWENTIETH CENTURY

1.2.1 EARLY WORKS ON COLLECTOR DESIGN

The early research works were mainly on flat-plate collectors [5, 6]. Garg 
and his coworkers carried out mathematical and experimental studies on 
PVT systems [7–9]. Sopian et al. developed steady-state models, for com-
paring the performance of single- and doublepass PVT/a collectors [10, 
11]. Through transient analysis, Prakash [12] pointed out that the air col-
lector (PVT/a) design is lower in thermal efficiency than the water collec-
tor (PVT/w), because of the inferior heat transfer between the thermal ab-
sorber and the airflow stream. Bergene and Løvvik [13] derived a detailed 
physical model of a flat-plate PVT/w collector, through which the total 
efficiency was evaluated.

de Vries [14] investigated the performance of several PVT collector 
designs. The single-glazed design was found better than the unglazed (of 
which the thermal effi ciency is unfavorable) or the double-glazed design 
(of which the electrical effi ciency is unfavorable). Nevertheless, exergy 
analysis performed by Fujisawa and Tani [15] indicated that the exergy 
output density of the unglazed design is slightly higher than the single-
glazed option, taking the fact that the thermal energy contains more 



Hybrid Solar: A Review on Photovoltaic and Thermal Power Integration 5

unavailable energy. For low temperature water heating applications like 
for swimming pool-water heating, the unglazed PVT/w system is recom-
mended. In cold winter days, antifreeze liquid can be used but then the 
summer performance will be affected [16].

Rockendorf et al. [17] compared the performance of a thermoelectric 
collector (fi rst generating heat and subsequently electricity) and a PVT/w 
collector (in sheet-and-tube design); the electrical output of the PVT/w 
collector was found signifi cantly higher than the thermoelectric collector.

In the above mathematical and experimental studies, the reported ther-
mal effi ciency of practical PVT/liquid systems is generally in the range of 
45 to 70% for unglazed to glazed collector designs. For fl at-plate PVT/a 
systems, the optimal thermal effi ciency can be up to 55%.

1.2.2 DEVELOPMENTS TOWARDS COMPLEX SYSTEMS

In the 1990s, the initiative of PVT research was apparently a response to 
the global environmental deterioration and the growing interest in build-
ing-integrated photovoltaic (BiPV) designs. Comparing with the separated 
PV systems, the building integration of PV modules improves the overall 
performance and durability of the building facade. Nevertheless, building 
integration may bring the cell temperatures up to 20°C above the nor-
mal working temperature [18]. Other than the benefits of cooling, PVT 
collectors provide aesthetical uniformity than the side-by-side arrays of 
PV and solar thermal collectors. Alternative cooling schemes of the BiPV 
systems were examined [19–21]. Hollick [22] assessed the improvement 
in the system energy efficiency when solar cells were added onto the solar 
thermal metallic cladding panels on vertical facades.

Continued successfulness on concentrator-type (c-PVT) systems be-
gan to take shape. Akbarzadeh and Wadowski [23] studied a heat-pipe-
based coolant design which is a linear, trough-like system. Luque et al. 
[24] successfully developed a concentrating array using refl ecting optics 
and one-axis tracking. By that time, facing the confl icting roles of water 
heating and PV cooling, the design temperature of water that leaves a 
PVT/w collector is not high. Combining PVT and solar-assisted heat 
pump (SAHP) technology was then seen as a good alternative. Ito et al. 
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[25] constructed a PVT-SAHP system with pc-Si aluminum roll-bond 
solar panels.

Generally speaking, in the 20th century the PVT research works had 
been mostly focused on improving the cost-performance ratio as com-
pared to the solar thermal and PV systems installed side by side. For real-
building projects the PVT/a systems were more readily adopted in Europe 
and North America, though the higher effi ciency of the PVT/w system has 
been confi rmed by that time. Solar houses with PVT/w provision were 
once sold in Japan in late 1990s. Unfortunately such innovative housing 
was in lack of demand in the commercial market [26]. A summary of the 
PVT technology in the period, including the marketing potentials, was 
reported by the Swiss Federal Offi ce [27] and the International Energy 
Agency (IEA) [28].

1.3 RECENT DEVELOPMENTS IN FLAT-PLATE PVT

1.3.1 PVT AIR COLLECTOR SYSTEMS

1.3.1.1 COLLECTOR DESIGN AND PERFORMANCE

The PVT air collectors, either glazed or unglazed, provide simple and eco-
nomical solution to PV cooling. The air can be heated to different tem-
perature levels through forced or natural flow. Forced circulation is more 
effective than natural circulation owing to better thermal convective and 
conductive behavior, but the fan power consumption reduces the net elec-
tricity output. Their use is mostly to meet the demands on industrial hot 
air, indoor space heating, and/or agricultural dehydration.

Hegazy investigated the thermal, electrical, hydrodynamic, and over-
all performance of four types of fl at-plate PVT/a collectors [29]. These 
included channel above PV as Mode 1, channel below PV as Mode 2, PV 
between single-pass channels as Mode 3, and fi nally the double-pass de-
sign as Mode 4. The numerical analysis showed that while Mode 1 has the 
lowest performance, the other three have comparable energy outputs. On 
the whole, Mode 3 requires the least fan power.
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Tripanagnostopoulos et al. carried out outdoors tests on different 
PVT/a and PVT/w collector confi gurations in Patra, Greece [30]. It was 
suggested to place the collectors in parallel rows and keeping a distance 
between adjacent rows to avoid shading. Diffuse refl ectors then were 
placed between the adjacent rows to enlarge the received radiation at col-
lector surfaces. Their experimental tests at noon hour gave a range of ther-
mal effi ciency from 38% to 75% for PVT/a collectors and 55% to 80% 
for PVT/w designs, depending on whether the refl ectors were in place. 
The research team [31] further studied numerically the effect of adding 
suspended metal sheet at the middle of the air channel and the fi nned ar-
rangements at the opposite wall of the air channel. It was found that such 
low cost improvements are more relevant to small collector length and can 
be readily applied to BiPVT/a installations. They [32] also introduced a 
PVT/bi-fl uid collector incorporated with improvements identifi ed in their 
previous work.

Tiwari et al. explored the overall effi ciency performance and optimal 
designs of an unglazed PVT/a collector [33]. Energy matrices were de-
rived considering the embodied energy at different processing stages in 
India [34]. Raman and Tiwari [35] then studied the annual thermal and 
exergy effi ciencies of their proposed PVT/a collector for fi ve different cli-
mate zones. The exergy effi ciency was found unfavorable under strong so-
lar radiation. Also the double-pass design shows better performance than 
the single-pass option; this echoes the fi ndings of Sopian et al. [10] and 
Hegazy [29]. Furthermore, the life cycle analysis showed that the energy 
payback time (EPBT) in India is about 2 years. Also evaluated were the 
effect of fi ll factor [36] and the integrated performance with an earth air 
heat exchanger system [37]. Further, Dubey et al. [38] compared different 
confi gurations of glass-to-glass and glass-to-tedlar PV modules in Delhi. 
Experiments found that the glass-to-glass module is able to achieve higher 
supply air temperature and electrical effi ciency. Their study extended to 
derive the analytical expressions for multiple PVT/a collectors connected 
in series, including the testing procedures [39, 40].

Assoa et al. in France introduced a PVT/bi-fl uid collector that inte-
grates preheating and domestic hot-water production [41]. The design in-
cludes alternate positioning of the solar thermal collector section and the 
PV section. The higher fl uid temperature output allows the fl exibility such 
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as coupling with solar cooling devices during summer and facilitates a 
direct domestic hot-water system without adding auxiliary heating device. 
Parametric studies showed that the thermal effi ciency could reach 80% 
under favorable collector length and mass fl ow rate conditions.

Sukamongkol et al. [42] studied the dynamic performance of a con-
denser desiccant for air conditioning energy reduction with the use of dou-
ble-pass PVT/a collector. The thermal energy generated by the system was 
able to produce warm dry air as high as 53°C and 23% relative humidity. 
Electricity of about 6% of the daily total solar radiation can be obtained. 
Moreover, together with the heat recovery from the condenser to regener-
ate the desiccant for dehumidifi cation, around 18% of the air conditioning 
energy can be saved.

Ali et al. [43] investigated the characteristics of convective heat trans-
fer and fl uid fl ow inside a PVT/a channel with the provision of a single 
row of oblique plates array. These plates arrays were positioned obliquely 
to the fl ow direction with variable oblique angles and with separations that 
avoid the partial shading of solar cells. The study was initiated taking the 
fact that the entrance region of a heated fl uid fl ow channel is character-
ized by differentiating thermal and hydrodynamics boundary layers; the 
convective heat-transfer coeffi cient is then substantially larger than that at 
downstream locations. Thus, using oblique (interrupted) plates in a duct, 
or a channel, to prevent fully developed fl ow formation has the advantage 
of obtaining enhanced heat-transfer characteristics.

Kumar and Rosen [44] investigated the effect of adding vertical fi ns to 
the lower air channel of a double-pass PVT/a collector. The extended fi n 
area was found able to reduce the cell temperature signifi cantly.

1.3.1.2 BUILDING-INTEGRATED OPTIONS (BIPVT/A)

In conventional BiPV systems, an air gap is often provided at the rear 
of the PV arrays for the air cooling of modules by natural convection. 
The heat recovery from the air stream for a meaningful use constitutes 
a BiPVT/a system. From a holistic viewpoint, Bazilian and Prasad [45] 
summarized its potential applications. The multifunctional façade or roof 
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was ideal for PVT integration that produces heat, light, and electricity si-
multaneously, in addition to the building shelter functionality.

(1) Works in Europe
In UK, the Brockstill Environment Centre in Leicester opened in 2001 
was equipped with a roof-mounted PVT/a system [46]. To assess the per-
formance of various operational and control modes, a combined simula-
tion approach was adopted with the use of two popular thermal simulation 
tools: ESP-r and TRNSYS. Monitored actual energy use data of the build-
ing shows very positive results.

Mei et al. [47] studied the dynamic performance of a BiPVT/a collec-
tor system constructed in the 90s at the Mataro Library in Spain. Their 
TRNSYS model was validated against experimental data from a pc-Si PV 
facade. The heating and cooling loads for various European buildings with 
and without such a ventilated facade were then evaluated. The simulation 
results showed that more winter heating energy can be saved for the use of 
the preheated ventilation in a building located in Barcelona, but less is for 
Stuttgart in Germany and Loughborough in UK. The higher latitude loca-
tions therefore need a higher percentage of solar air collectors in the com-
bined system. Further, Infi eld et al. [48] explored different approaches to 
estimate the thermal performance of BiPVT/a facades, including a design 
methodology based on an extension of the familiar heat loss and radiation 
gain factors. 

The main diffi culty in analyzing BiPVT/a performance lies in the pre-
diction of its thermal behavior. When the temperature profi le and the sun 
shading situation are known, the electrical performance can be readily de-
termined. This is not the case for thermal computation. The estimation of 
the convective heat-transfer coeffi cients, for example, is far from direct. 
The actual processes may involve a mix of forced and natural convection, 
laminar and turbulent fl ow, and, simultaneously, the developing fl ow at the 
air entrance. The external wind load on the panels further complicates the 
situation. For a semitransparent facade, thermal energy enters and transmits 
through the air cavity both directly (for glazing transmission) and indirectly 
(through convection and radiation exchange). The heat transfer to the venti-
lating stream is probably most complex, particularly for buoyant fl ow. 
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Sandberg and Moshfegh derived analytical expressions for the coolant 
fl ow rate, velocity, and temperature rise along the length of the vertical 
channel behind the PV panels [49]. Their experimental results were well 
matching the theoretical predictions for constrained fl ow, but were less 
accurate for ducts with opened ends. For the latter, Mittelman et al. de-
veloped a generalized correlation for the average channel Nusselt number 
for the combined convective-radiative cooling [50]. Their solution of the 
governing equations and boundary conditions was computed through CFD 
analysis. Gan also studied the effect of channel size on the PV perfor-
mance through CFD analysis [51]. To reduce possible overheating or hot 
spot formation, the required minimum air gaps were determined. Experi-
mental works on a PVT façade were undertaken by Zogou and Stapountzis 
[52] for better understanding of the fl ow and turbulence with natural and 
forced convection modes. Supported by CFD modeling, the results show 
that the selection of fl ow rate and the heat-transfer characteristics of the 
back sheet are critical.

(2) Works in North America
In Canada, Chen et al. [53, 54] introduced a BiPVT/a system to a near 
net-zero energy solar house in Eastman Quebec. The solar house, built 
in 2007, featured with ventilated concrete slabs (VCSs). A VCS is a type 
of forced-air thermoactive building systems in which the concrete slabs 
exchange thermal energy with the air passage through its internal hollow 
voids. The BiPVT system is designed to cover one continuous roof surface 
to enhance aesthetic appeal and water proofing. Outdoor air is drawn by a 
variable speed fan with supervisory control to achieve the desired supply 
temperature. On a sunny winter day, the typical air temperature rise was 
measured 30–35°C. The typical thermal efficiency was at least 20% based 
on the gross roof area. Analysis of the monitored data showed that the 
VCS was able to accumulate thermal energy during a series of clear sunny 
days without overheating the slab surface or the living space. 

Athienitis et al. [55] presents a design concept with transpired collec-
tor. This was applied to a full-scale offi ce building demonstration proj-
ect in Montreal. The experimental prototype was constructed with UTC 
(open-loop unglazed transpired collector) of which 70% surface area was 
covered with black-frame PV modules specially designed to enhance solar 
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energy absorption and heat recovery. The system was compared side by 
side with a UTC of the same area under outdoor sunny conditions with low 
wind. This project was considered a near optimal application in an urban 
location in view of the highly favorable system design. While the thermal 
effi ciency of the UTC system was found higher than the BiPVT/a com-
bined thermal plus electrical effi ciency, the equivalent thermal effi ciency 
of the BiPVT/a system (assuming that electricity can be converted to four 
times as much heat) can be 7–17% higher. 

Pantic et al. [56] compared 3 different open-loop systems via math-
ematical models. These include Confi guration 1: unglazed BiPVT roof, 
Confi guration 2: unglazed BiPVT roof connected to a glazed solar air col-
lector, and Confi guration 3: glazed BiPVT. It was pointed out that air fl ow 
in the BiPVT cavity should be selected as a function of desired outlet tem-
peratures and fan energy consumption. Cavity depths, air velocity in the 
air cavity, and wind speed were found having signifi cant effect on the un-
glazed BiPVT system energy performance. Development of effi cient fan 
control strategies has been suggested an important step. Confi gurations 2 
and 3 may be utilized to signifi cantly increase thermal effi ciency and air 
outlet temperature. In contrast, Confi guration 3 signifi cantly reduces elec-
tricity production and may lead to excessive cell temperatures and is thus 
not recommended unless effective means for heat removal are in place. 
The unglazed BIPVT system linked to a short vertical solar air collector is 
suitable for a connection with a rock bed thermal storage.

(3) Works in Asia Pacific
For warm climate applications, the ventilated BiPV designs are found bet-
ter than the PVT/a designs with heat recovery. Crawford et al. [57] com-
pared the EPBT of a conventional c-Si BiPV system in Sydney with two 
BiPVT/a systems with c-Si and a-Si solar cells, respectively. They found 
that the EPBT of the above three installations are in the range of 12–16.5 
years, 4–9 years, and 6–14 years, respectively. The two BiPVT/a options 
reduce the EPBT to nearly one-half. 

Agrawal and Tiwari [58, 59] studied a BiPVT/a system on the rooftop 
of a building, under the cold climatic conditions of India. It is concluded 
that for a constant mass fl ow rate of air, the series connected collectors are 
more suitable for the building fi tted with the BIPVT/a system as rooftop. 
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For a constant velocity of air fl ow, the parallel combination is then the 
better choice. While the c-Si BiPVT/a systems have higher energy and 
exergy effi ciencies, the a-Si BiPVT systems are the better options from the 
economic point of view.

Jie et al. [60] studied numerically the energy performance of a venti-
lated BiPV façade in Hong Kong. It was found that the free airfl ow gap 
affects little the electrical performance, but is able to reduce the heat trans-
mission through the PV façade. Yang et al. [61] carried out a similar study 
based on the weather conditions of three cities in China: Hong Kong, 
Shanghai, and Beijing. It was found that on typical days the ratio of space 
cooling load reduction owing to the ventilated PV facade is 33–52%.

Chow et al. [62] investigated the BiPVT/a options of a hotel building 
in Macau, with the PVT facade associated with a 24-hour air-conditioned 
room. The effectiveness of PV cooling by means of natural airfl ow was 
investigated with two options: free openings at all sides of the air gap as 
Case 1 and in Case 2 the enclosed air gap that behaves as a solar chimney 
for air preheating. These were also compared with the conventional BiPV 
without ventilation. The ESP-r simulation results showed an insignifi cant 
difference in electricity output from the three options. This was caused by 
a reverse down fl ow at the air gap at night, owing to the cooling effect of a 
24-hour air-conditioned room located behind the PVT facade. It was con-
cluded that both the climate condition and system operating mode affect 
signifi cantly the PV productivity.

In China, Ji et al. [63] studied theoretically and experimentally the 
performance of a photovoltaic-Trombe wall, which was constructed at an 
outdoor environmental chamber. This south-facing façade in Hefei was 
composed of a PV glazing (with pc-Si cells) at the outside and an insula-
tion wall at the inside with top and bottom vent openings. This leaves a 
natural fl ow air channel in between for space heating purpose. The results 
confi rmed its dual benefi ts—improving the room thermal condition (with 
5–7°C air temperature rise in winter) and generating electricity (with cell 
effi ciency at 10.4% on average).

(4) Works on Window Systems
In Sweden, a multifunction PVT hybrid solar window was proposed by 
Fieber et al. [64]. The solar window is composed of thermal absorbers on 
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which PV cells are laminated. The absorbers are building integrated into 
the inside of a standard window, thus saving frames and glazing and also 
the construction cost. Reflectors are placed behind the absorbers for re-
ducing the quantity of cells. Via computer simulation, the annual electrical 
output shows the important role of diffuse radiation, which accounts for 
about 40% of the total electricity generation. Compared to a flat PV mod-
ule on vertical wall, this solar window produces about 35% more electrical 
energy per unit cell area. 

Vertical collectors and windows are more energy effi cient at high-
latitude locations, considering the sun path. Davidsson et al. [65] stud-
ied the performance of the above hybrid solar window in Lund, Sweden 
(55.44°N). Also a full-scale system combining four of these solar windows 
was constructed in a single family home in Alvkarleo, Sweden (60.57°N). 
The solar window system was equipped with a PV-driven DC pump. The 
projected solar altitude is high in summer, and accordingly a large portion 
of the solar beam falls directly onto the absorber with a minor contribution 
from the refl ector. This is the ideal operating mode of the solar window, 
with the refl ector partly opened and the window delivers heat, electricity, 
and light altogether. Effects of different control strategies for the position 
of the rotatable refl ector were also studied, so was the performance com-
parison with roof collector [66].

A ventilated PV glazing consists of a PV outer glazing and a clear in-
ner glazing. The different combinations of vent openings allow different 
modes of ventilating fl ow, which can be buoyant/induced or mechanical/
driven. The space heating mode belongs to the BiPVT/a category. Besides 
the popularly used opaque c-Si solar cells on glass, the see-through a-Si 
solar window can also be used. Chow et al. [67] analyzed its application 
in the offi ce environment of Hong Kong. The surface transmissions were 
found dominated by the inner glass properties. The overall heat transfer 
however is affected by both the outer and inner glass properties. Experi-
mental comparisons were made between the use of PV glazing and absorp-
tive glazing [68]. The comparative study on single, double, and double-
ventilated cases showed that the ventilated PV glazing is able to reduce 
the direct solar gain and glare effectively. The savings on air-conditioning 
electricity consumption are 26% for the single-glazing case and 82% for 
the ventilated double-glazing case. Further, via a validated ESP-r simulation 
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model [69], the natural-ventilated PV technology was found reducing the 
air-conditioning power consumption by 28%, comparing with the conven-
tional single absorptive glazing system. With daylight control, additional 
saving in artifi cial lighting can be enhanced [70].

1.3.2 PVT LIQUID COLLECTOR SYSTEMS

1.3.2.1 PVT/W COLLECTORS

(1) Collector Design and Applications
Zondag et al. compared the energy performance of different PVT/w collec-
tor design configurations [71, 72]. The efficiency curves of nine collector 
configurations were obtained through computer analysis. At zero reduced 
temperature, the thermal efficiencies of the unglazed and single-glazed 
sheet-and-tube collectors were found 52% and 58%, respectively, and that 
of the channel-above-PV design is 65%. Also compared were the annual 
yields when these collectors were assumed to serve a DHW system. The 
channel-below-PV (transparent) configuration was found having the high-
est overall efficiency. Nevertheless, the more economical single-glazed 
sheet-and-tube design was recommended for DHW production since its 
efficiency was found only 2% less. For low-temperature water heating, the 
unglazed PVT/w collector is recommended.

Sandnes and Rekstad developed a PVT/w collector with c-Si solar 
cells pasted on polymer thermal absorber [73]. Square-shape box-type ab-
sorber channels were fi lled with ceramic granulates. This improves heat 
transfer to fl owing water. The opposite surface was in black color which 
allows it to serve as a solar thermal collector when turned up-side-down. 
The analysis showed that the presence of solar cells reduces the heat ab-
sorption by about 10% of the incident radiation, and the glazing (if exists) 
reduces the optical effi ciency by around 5%. It was expected to serve well 
in low-temperature water-heating system.

Chow introduced an explicit dynamic model for analyzing transient 
performance of single-glazed sheet-and-tube collector [74]. Through the 
multinodal fi nite different scheme, the dynamic infl uences of intermittent 
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solar irradiance and autocontrol device operation can be readily investi-
gated. The appropriateness of the nodal scheme was evaluated through 
sensitivity tests. The study also reveals the importance of having good 
thermal contact between the water tubing and the thermal absorber, as well 
as between the absorber and the encapsulated solar cells.

Zakharchenko et al. also pointed out the importance of good thermal 
contact between solar cells and thermal absorber [75]. So the direct use of 
commercial PV module in PVT collectors is not recommended. They in-
troduced a substrate material with 2 mm aluminum plate covered by 2 μm 
insulating fi lm, of which the thermal conductivity was only 15% less than 
that of aluminum. They also pointed out that the solar cell area should be 
smaller than the size of the absorber and should be at the portion of the 
collector where the coolant enters. As an echo to this last point, Dubey and 
Tiwari [76] examined the performance of a self-sustained single-glazed 
PVT/w collector system with a partial coverage of PV module (packing 
factor = 0.25) in Delhi. The electricity generated from the PV module po-
sitioned at the water inlet end was used to drive a DC pump. 

Kalogirou [77] developed a TRNSYS model of a pump-operated 
domestic PVT/w system complete with water tank, power storage and 
conversion, and temperature differential control. Further, Kalogirou and 
Tripanagnostopoulos [78] examined domestic PVT/w applications work-
ing with either thermosyphon or pump circulation modes. Their simula-
tion study covered 12 cases with pc-Si and a-Si PV modules, and in three 
cities: Athens in Greece, Nicosia in Cyprus, and Madison in USA. The 
results showed that the economical advantage is more obvious for Nico-
sia and Athens where the availability of solar radiation is higher. Similar 
conclusions can be reached when comparing comparable applications at 
an industrial scale [79]. Also in Cyprus, Erdil et al. [80] carried out experi-
mental measurements on an open-loop PVT/w domestic water-preheating 
system. Water fl owed by gravity into a channel-above-PV type collector. 
The CPBT was estimated around 1.7 years.

Vokas et al. [81] performed a theoretical analysis of PVT/w applica-
tion in domestic heating and cooling systems in three cities that belong to 
different climate zones, namely, Athens, Heraklion, and Thessaloniki. The 
thermal effi ciency was found around 9% lower than the conventional solar 
thermal collector. Hence the interpolation of the PV laminate only affects 
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slightly the thermal effi ciency. The difference between the mentioned two 
systems in the percentage of domestic heating and cooling load coverage 
is only around 7%. 

The effect of refl ectors on PVT/w collector equipped with c-Si solar 
cells was studied by Kostić et al. [82]. Both numerical computation and 
experimental measurements arrived at the same optimal angle positions 
of the bottom refl ector. The results show the positive effect of refl ectors 
made of aluminum sheet and, considering the additional cost of about 10% 
for the refl ectors, there is an energy gain in the range of 20.5–35.7% in 
summer.

Saitoh et al. [83] carried out the experimental study of a single-glazed 
sheet-and-tube PVT collector using brine (propylene glycol) solution 
as the coolant. Field measurements at a low energy house in Hokkaido 
were also observed. With a solar fraction of 46.3%, the system electri-
cal effi ciency was 8-9% and thermal effi ciency 25–28%. When compared 
with the conventional system, the payback periods were found 2.1 years 
for energy, 0.9 years for GHG emission, and 35.2 years for cash fl ow, 
respectively.

The use of optimized working fl uid (like nanofl uid) was proposed 
through a numerical study by Zhao et al. [84]. The system consists of 
a PV module using c-Si solar cell and a thermal unit based on the direct 
absorption collector (DAC) concept. First the working fl uid of the thermal 
unit absorbs the solar infrared radiation. Then, the remaining visible light 
is transmitted and converted into electricity by the solar cell. The arrange-
ment prevents the excessive heating of the solar cell. The system works for 
both nonconcentrated and concentrated solar radiation. The optical prop-
erties of the working fl uid were optimized to maximize the transmittance 
and the absorptance of the thermal unit in the visible and infrared part of 
the spectrum, respectively.

Chow et al. compared the performance of glazed and unglazed sheet-
and-tube thermosyphon PVT/w collector systems in Hong Kong through 
theoretical models as well as experimental tests [85]. The evaluation indi-
cates that the glazed design is always suitable if either the thermal or the 
overall energy output is to be maximized, but the exergy analysis supports 
the use of unglazed design if the increase of PV cell effi ciency, packing 
factor, ratio of water mass to collector area, and wind velocity are seen as 
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the desirable factors. Similar experimental work was done by J. H. Kim 
and J. T. Kim in Korea [86]; the results show that the thermal effi ciency 
of the glazed collector is 14% higher than the unglazed alternative, but 
the unglazed one had electrical effi ciency 1.4% higher than the glazed 
design. Further for the unglazed option, they compared the performance 
of the conventional sheet-and-tube thermal absorber with the rectangular-
box-channel design, which was made of aluminum. At zero reduced tem-
perature, the thermal and electrical effi ciencies were found 66% and 14%, 
respectively, whereas those of the box-channel confi guration were 70% 
and 15%, respectively [87]. 

Dubey and Tiwari [88] analyzed the thermal energy, exergy, and elec-
trical energy yield of PVT/w sheet-and-tube collectors in India. Based on 
a theoretical model, the number of collectors in use, their series/parallel 
connection patterns, and the weather conditions were examined. For en-
hancing economical/environmental benefi ts, the optimum hot-water with-
drawal rate was evaluated [89]. Optimum PVT/w system confi guration 
was also evaluated by Naewngerndee et al. [90] via CFD employing the 
fi nite element method.

Rosa-Clot et al. [91] suggested a PVT confi guration with water fl ow 
in polycarbonate box above the PV panel. The water layer absorbs the 
infrared radiation leaving the visible part almost unaffected. Effi ciencies 
were evaluated and in particular the effects of temperature and irradiance 
mismatching on PV outputs were discussed.

(2) Absorber Materials
In view of the limitations on the fin performance of a sheet-and-tube 
PVT/w collector [74], an aluminum-alloy box-channel PVT/w collector 
was developed through the collaborative efforts of the City University 
of Hong Kong and the University of Science and Technology of China. 
Several generations of the collector prototypes were produced and tested 
under the subtropical Hong Kong and temperate Hefei climatic conditions 
[92–95]. The thermosyphon system was found working well in both loca-
tions. Dynamic simulations showed that better convective heat transfer 
between the coolant and the channel wall can be achieved by reducing 
the channel depth and increasing the number of channels per unit width 
[95]. Sensitivity tests in Hefei showed that the daily cell efficiency reaches 
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10.2%, daily primary energy saving efficiency reaches 65% with a pack-
ing factor of 0.63 [96]. In Hong Kong, the CPBT was found to be 12 years 
which is comparable to the more bulky side-by-side arrangement and is 
much better than the 52 years for plain PV module operation [97].

Affolter et al. [98] pointed out that the typical solar performances of 
PVT/liquid collectors are similar to those of nonselective-type solar ther-
mal absorbers. Observations showed that the stagnation temperature (i.e., 
the elevated panel temperature in the absence of water fl ow) of the absorb-
er of a solar thermal collector with a state of-the art spectrally selective 
coating may reach 220°C. Since a PVT absorber generally has higher solar 
refl ectance and higher infrared emission than a solar thermal absorber, the 
stagnation temperature may be lowered to 150°C. But this is still higher 
than 135°C; that is, the temperature that the common encapsulation ma-
terials like EVA (ethylene vinyl acetate) resin may withstand [99]. EVA 
oxidizes rapidly at above 135°C. 

Charalambous et al. [100] carried out a mathematical analysis on the 
optimum copper absorber plate confi guration having the least material 
content and thus cost, whilst maintaining high collector effi ciency. Both 
header-and-riser arrangement and serpentine arrangement were studied. It 
was found that light weight collector design can be achieved using very 
thin fi ns and small tubes.

The possible use of copolymer absorber to replace the commonly used 
metallic sheet-and-tube absorber had been examined extensively [101, 
102]. This replacement offers several advantages:

1. the weight reduction leads to less material utilization and easier 
installation;

2. the manufacturing process is simplified since fewer components 
are involved;

3. the above leads to a reduction in production costs.

However, there are disadvantages such as low thermal conductivity, 
large thermal expansion, and limited service temperature. On the other 
hand, the copolymer in use has to be good in physical strength, UV light 
protected, and chemically stable. 
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Huang et al. studied a PVT/w collector system complete with DC cir-
culating pump and storage tank [103]. The collector was fabricated by 
the attachment of commercial PV modules on a corrugated polycarbonate 
absorber plate with square-shaped box channels. 

Cristofari et al. studied the performance of a PVT/w collector with 
polycarbonate absorber and pc-Si PV modules carrying top and bottom 
glass sheets [104]. Water in forced fl ow passed through parallel square 
channels at very low fl ow rate and so with negligible pumping power. The 
system design capacity was based on the hot-water demands for the in-
habitants at Ajaccio in France. With the use of a mathematical model, the 
annual averaged effi ciencies of 55.5% for thermal, 12.7% for PV, 68.2% 
for overall, and 88.8% for energy saving were obtained. The maximum 
stagnation temperature at the absorber was found 116.2°C, which is ac-
ceptable. They further developed a collector with copolymer material that 
reduces the weight by more than half in comparison with the conventional 
metallic one [105].

Fraisse et al. suggested that PVT/liquid system is very suitable for the 
low temperature operation of Direct Solar Floor (DSF) system [106]. An 
application example in the Macon area of France was evaluated with the 
use of a glazed collector system. With propylene glycol as the coolant, 
the TRNSYS simulation results gave the annual c-Si cell effi ciency as 
6.8%, that is, a 28% drop as compared to a conventional nonintegrated 
PV module. Without the front glazing, the cell effi ciency was increased to 
10% as a result of effi cient cooling. It was also found that, in the case of 
a glazed collector with a conventional control system for DSF, the maxi-
mum temperature at the PV modules was above 100°C in summer. At this 
temperature level, the use of EVA in PV modules will be subject to strong 
risks of degradation. The use of either a-Si cells or unglazed collector was 
recommended.

(3) PVT Collector Design
Santbergen et al. [107] carried out a numerical study on a forced-flow 
PVT/w system. Single-glazed sheet-and-tube flat-plate PVT collectors 
were employed and designed for grid-connected PV system with c-Si 
PUM cells. Both the annual electrical and thermal efficiencies were found 
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around 15% lower, when compared to separate conventional PV and con-
ventional solar thermal collector systems. It was suggested that both the 
electrical and the thermal efficiency can be improved through the use of 
antireflective coatings. Alternatively, the thermal efficiency can be im-
proved by the application of low-e coating, but at the expenses of the elec-
trical efficiency. 

Since long wavelength irradiance with photon energies below the 
bandgap energy is hardly absorbed at all, the solar absorptance of the solar 
cells is signifi cantly lower than that of a black absorber (with absorptance 
= 0.95). Santbergen and van Zolingen [108] also suggested two methods 
to increase long wavelength absorption:

1. to use semitransparent solar cells followed by a second absorber 
and

2. to increase the amount of long wavelength irradiance absorption in 
the back contact of the solar cell.

Computer analysis showed that these two methods are able to achieve 
an overall absorption of 0.87 and 0.85, respectively.

Dupeyrat et al. [109] developed a PV cell lamination with Fluorinated 
Ethylene Propylene (FEP) at the front. This results in an alternative encap-
sulation with a lower refractive index than glass pane and a lower UV ab-
sorbing layer than conventional EVA material. Experimental tests showed 
an increase of more than 2 mA/cm2 in generated current density for the 
PVT module. Finally the developments led to a new covered PVT collec-
tor for domestic hot-water application [110]. The c-Si PV cells were di-
rectly laminated on an optimized aluminium heat exchanger. The thermal 
effi ciency at zero-reduced temperature was measured 79% with a corre-
sponding electrical effi ciency of 8.8%, leading to a high overall effi ciency 
of almost 88%. This PVT collector in the standard conditions is therefore 
reaching the highest effi ciency level reported in the literature.

Employing a bifacial PV module having two active surfaces can to 
generate more electric power than the traditional one-surface module. The 
optical properties of water allow its absorption of light mainly in the infra-
red region. This is compatible with PV modules using shorter wavelengths 
in the solar spectra for its electricity conversion. The water absorption 
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only slightly affects the working region of a-Si PV cell (decrease of wa-
ter transparency at around 950 nm), but it strongly absorbs the light with 
wavelengths above 1100 nm (the “thermal part” of the solar spectrum). 
Therefore, a PVT/w collector system with Si bifacial solar PV module can 
be advantageous. In Mexico, Robles-Ocampo et al. [111] carried out ex-
perimental test on a PVT/w system with c-Si bifacial PV module in Que-
retaro. The transparent fl at collector was fabricated with a 15 mm channel 
underneath a glass cover, which was found better than the plastic cover in 
terms of service life. Stainless steel mirror refl ectors (to prevent oxidation 
in the outdoor environment) were used for illuminating the rear face of 
the solar cells. Measurements found that the glass water-fi lled fl at col-
lector placed above the PV module reduces the front face effi ciency by 
10%. When considering the radiation fl ux incident directly onto the active 
elements of the hybrid system, the system is able to achieve an electrical 
effi ciency around 16% and an equivalent thermal effi ciency around 50%.

1.3.2.2 BUILDING-INTEGRATED SYSTEMS (BIPVT/W)

The research works on BiPVT/w systems have been less popular than the 
BiPVT/a systems. Ji et al. carried out a numerical study of the annual per-
formance of a BiPVT/w collector system for use in the residential build-
ings of Hong Kong [112]. Pump energy was neglected. Assuming perfect 
bonding of PV encapsulation and copper tubing onto the absorber, the an-
nual thermal efficiencies on the west-facing facade were found 47.6% and 
43.2% for film cells and c-Si cells, respectively, and the cell efficiencies 
were 4.3% and 10.3%. The reductions in space heat gain were estimated 
53.0% and 59.2%, respectively.

Chow et al. studied a BiPVT/w system applicable to multistory apart-
ment building in Hong Kong [113]. The TRNSYS system simulation 
program was used. They also constructed an experimental BiPVT/w sys-
tem at a rooftop environmental chamber [114]. The energy effi ciencies 
of thermosyphon and pump circulation modes were compared across the 
subtropical summer and winter periods. The results show the better en-
ergy performance of the thermosyphon operation, with thermal effi ciency 
reaches 39% at zero-reduced temperature and the corresponding cell 
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effi ciency 8.6%. The space cooling load is reduced by 50% in peak sum-
mer. Ji et al. [115] further carried out an optimization study on this type of 
installation. The appropriate water fl ow rate, packing factor and connect-
ing pipe diameter were determined.

Based on the above-measured data, Chow et al. also developed an ex-
plicit dynamic thermal model of the BiPVT/w collector system [116]. Its 
annual system performance in Hong Kong reconfi rmed the better perfor-
mance of the natural circulation mode. This is because of the elimination 
of the pumping power and hence better cost saving [117]. The CPBT was 
13.8 years, which is comparable to the stand-alone box channel PVT/w 
collector system. This BiPVT/w application is able to shorten the CPBT 
to one-third of the plain BiPV application. The corresponding energy 
payback time (EPBT) and greenhouse-gas payback time (GPBT) were 
found 3.8 years and 4.0 years [118]; these are much more favorable than 
CPBT.

Anderson et al. analyzed the design of a roof-mounted BiPVT/w sys-
tem [119]. Their BiPVT/w collector prototype was integrated to the stand-
ing seam or toughed sheet roof, on which passageways were added to the 
trough for liquid coolant fl ow. Their modifi ed Hottel-Whillier model was 
validated experimentally. The results showed that the key design parame-
ters, like fi n effi ciency, lamination requirements, and thermal conductivity 
between the PV module and the supporting structure, affect signifi cantly 
the electrical and thermal effi ciencies. They also suggested that a lower 
cost material like precoated steel can replace copper or aluminum for ther-
mal absorption since this does not signifi cantly reduce the effi ciencies. 
Another suggestion was to integrate the system “into” (rather than “onto”) 
the roof structure, as the rear air space in the attic can provide a high level 
of thermal insulation. The effect of nonuniform water fl ow distribution on 
electrical conversion performance of BiPVT/w collector of various size 
was studied by Ghani et al. [120]. The numerical work identifi ed the im-
portant role of the array geometry.

Eicker and Dalibard [121] studied the provision of both electrical and 
cooling energy for buildings. The cooling energy can be used for the direct 
cooling of activated fl oors or ceilings. Experimental works with uncov-
ered PVT collector prototypes were carried out to validate a simulation 
model, which then calculated the night radiative heat exchange with the 
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sky. Large PVT frameless modules were then developed and implemented 
in a residential zero energy building and tested.

Matuska compared the performance of two types of fi n confi gurations 
of BiPVT/w collector systems with the BiPV installation using pc-Si cells 
[122]. Two different European climates and for roof/façade applications 
were evaluated by computer simulation. Better energy production poten-
tial of the BiPVT/w collector systems was confi rmed—the results show 
15–25% increase in electricity production in warm climate (Athens) and 
8–15% increase in moderate climate (Prague). The heat production by 
steady fl ow forced convection can be up to 10 times higher than the elec-
tricity production.

Corbin and Zhai [123] monitored a prototype full-scale BiPVT/w col-
lector installed on the roof of a residential dwelling. Measured perfor-
mance was used to develop a CFD model which was subsequently used in 
a parametric study to assess the collector performance under a variety of 
operating conditions. Water temperature observed during testing reaches 
57.4°C at an ambient temperature of 35.3°C. The proposed BiPVT/w col-
lector shows a potential for providing the increased electrical effi ciency of 
up to 5.3% above a naturally ventilated BiPV roof.

1.3.3 PVT REFRIGERATION

1.3.3.1 HEAT-PUMP INTEGRATION (PVT/HEAT PUMP)

Conventional air-to-air heat pumps cannot function efficiently in cold 
winter with extreme low outdoor air temperatures. Bakker et al. [124] in-
troduced a space and tap-water heating system with the use of roof-sized 
PVT/w array combined with a ground coupled heat pump. The system 
performance, as applied to one-family Dutch dwelling, was evaluated 
through TRNSYS simulation. The results showed that the system is able 
to satisfy all heating demands, and at the same time, to meet nearly all of 
its electricity consumption, and to keep the long-term average ground tem-
perature constant. The PVT system also requires less roof space and offers 
architectural uniformity while the required investment is comparable to 
those of the conventional provisions.
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Bai et al. [125] presented a simulation study of using PVT/w collec-
tors as water preheating devices of a solar-assisted heat pump (SAHP) 
system. The system was for application in sports center for swimming 
pool heating and also for bathroom services. The energy performances of 
the same system under different climatic conditions, that included Hong 
Kong and three other cities in France, were analyzed and compared. Eco-
nomic implications were also determined. The results show that although 
the system performance in Hong Kong is better than the cities in France, 
the cost payback period is the longest in Hong Kong since there was no 
government tax reduction.

Extensive research on PVT/heat pump system with variable pump 
speed has been conducted in China. Experimental investigations were 
performed on unglazed PVT evaporator system prototype [126, 127]. 
Mathematical models based on the distributed parameters approach were 
developed and validated [128, 129]. The simulation results show that its 
performance can be better than the conventional SAHP system. With R-
134a as the refrigerant, the PV-SAHP system is able to achieve an annual 
average COP of 5.93 and PV effi ciency 12.1% [130].

In the warm seasons, glazed PVT collector may not serve well as PVT 
evaporator. In cold winter however, the outdoor temperature can be much 
lower than the evaporating temperature of the refrigeration cycle. Then the 
heat loss at the PV evaporator is no longer negligible. The front cover would 
be able to improve both the photothermic effi ciency and the system COP. 
Pei et al. concluded that for winter operation, the overall PVT exergy effi -
ciency as well as the COP can be improved in the presence of the glass cover 
[131]. This is benefi cial since the space heating demand is higher in winter.

1.3.3.2 PVT-INTEGRATED HEAT PIPE

These works were basically done in China. Based on the concept of inte-
grating heat pipes and a PVT flat-plate collector into a single unit, Pei et 
al. [132, 133] designed and constructed an experimental rig of heat-pipe 
PVT (HP-PVT) collector system. The HP-PVT collector can be used in 
cold regions without freezing, and corrosion can be reduced as well. The 
evaporator section of the heat pipes is connected to the back of the 
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aluminum absorber plate, and the condenser section is inserted into a wa-
ter box above the absorber plate. The PV cells are laminated onto the sur-
face of the aluminum plate. Detailed simulation models were developed 
and validated by the experimental findings. Through these, parametric 
analyses as well as annual system performance for use in three typical cli-
matic areas in China were predicted. The results show that for the HP-PVT 
system without auxiliary heating equipment, in Hong Kong there are 172 
days a year that the hot water can be heated to more than 45°C using solar 
energy. In Lhasa and Beijing, the results are 178 days and 158 days for the 
same system operation.

In order to solve the nonuniform cooling of solar PV cells and control 
the operating temperature of solar PV cells conveniently, Wu et al. [134] 
developed a heat-pipe PVT hybrid system by selecting a wick heat pipe to 
absorb isothermally the excessive heat from solar cells. The PV modules 
were in a rectangular arrangement, and below which the wick heat-pipe 
evaporator section is closely attached. The thermal-electric conversion 
performance was theoretically investigated.

1.3.3.3 PVT TRIGENERATION

Calise et al. [135] studied the possible integration of medium-tempera-
ture and high-temperature PVT collectors with solar heating and cooling 
technology, and hence a polygeneration system that produces electricity, 
space heating and cooling, and domestic hot water. A case study was per-
formed with PVT collectors, single-stage absorption chiller, storage tanks, 
and auxiliary heaters as the main system components. The system perfor-
mance was analyzed from both energetic and economic points of view. 
The economic results show that the system under investigation in Italy 
can be profitable, provided that an appropriate funding policy is available.

1.4 RECENT DEVELOPMENTS IN CONCENTRATOR-TYPE DESIGN

The use of concentrator-type PVT (or c-PVT) collector can to increase the 
intensity of solar radiation on the PV cells than the flat-plate collector. The 
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c-PVT collectors are generally classified into three groups: single cells, 
linear geometry, and densely packed modules. Higher efficiency solar 
cells that handle higher current can be used, although they are more ex-
pensive than the flat-plate module cells. The complex sun tracking driving 
mechanism also incurs additional costs [136]. But the benefit is that a con-
siderable portion of the cell surfaces can be replaced by low-cost reflector 
surfaces. Connecting the solar cells in series can to increase the output 
voltage and decrease the current at a given power output. This reduces the 
ohmic losses. During operation, nonuniform temperature can exist across 
the cells. The cell at the highest temperature will limit the efficiency of the 
whole string [137]. Hence the c-PVT coolant circuit should be designed 
to keep the cell temperature uniform and relatively low. A precise shape 
of the reflector surface and an accurate alignment is also essential, par-
ticularly when the concentration ratio is high. A precise tracking system is 
also important.

Refractive lenses and refl ector surfaces are commonly in use in c-PVT. 
Comparatively, lens is lower in weight and material costs. For systems de-
signed for higher concentration, more concentrator material per unit cell/
absorber area is in need. Then the use of lenses is more appropriate. How-
ever, concentrator systems that utilize lenses are unable to focus scattered 
light. This limits their usage to places with mostly clear weather. On the 
other hand, using liquid as the coolant is more effective than using air to 
obtain better electrical output. These make refl ector-type c-PVT systems 
good for medium- to high-temperature hot-water systems that are required 
for cooling, desalination, or other industrial processes. At lower operat-
ing temperatures, a fl at-plate collector may have higher effi ciency than 
the c-PVT collector when both are directly facing the sun. But at higher 
temperature differential, the large exposed surface of a fl at-plate collector 
leads to more thermal loss. So the performance gap between the two will 
diminish when the working temperature gradually increases.

Rosell et al. in Spain constructed a low-concentrating PVT prototype 
with the combination of fl at-plate channel-below-PV (opaque) collector 
and linear Fresnel concentrator that worked on two-axis tracking system 
[138]. The total effi ciency was found above 60% when the concentration 
ratio was above 6x. Their theoretical analysis reconfi rms the importance 
of the cell-absorber thermal conduction.
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Experimental trough c-PVT systems with energy fl ux ratio in the range 
of 10–20 were developed and tested in China by Li et al. [139]. Perfor-
mances of arrays with the use of different solar cells types were compared. 
Ji et al. [140] also developed steady models of the system and validated 
them by the measured data. They found that the system performance can 
be optimized by improving the mirror refl ectivity and the thermal solar 
radiation absorptivity of the lighting plate and by pursuing a suitable focal 
line with uniform light intensity distribution. Also as a China-UK joint 
research effort, a CPC-based PVT system with a U-pipe was investigat-
ed [141]. CPC stands for compound parabolic concentrator. The U-pipe 
avoids the temperature gradient on the whole absorber and on every block 
cell and simultaneously produces electricity using the same temperatures. 
More recently, Zhang et al. [142] proposed a PV system with integrated 
CPC plate that adopts a low precision solar tracking method; the perfor-
mance can be better than the fi xed installation or the case with periodic 
adjustment only in several months.

Coventry developed a combined heat and power solar (CHAPS) col-
lector system in Australia [143]. This was a linear trough system designed 
for single tracking. The c-Si solar cells (at 20% standard conversion ef-
fi ciency) in row were bonded to an aluminum receiver and were cooled by 
water with antifreeze and anticorrosive additives fl owing in an internally 
fi nned aluminum pipe. Light was focused onto the cells through the use of 
glass-on-metal parabolic refl ectors (92% refl ectance) and at high concen-
tration ratio (37x). Under typical operating conditions the measurements 
gave a thermal effi ciency around 58%, electrical effi ciency around 11%, 
and a combined effi ciency around 69%.

Kribus et al. [144] developed a miniature concentrating PV system that 
can be installed on any rooftop. The design is based on a small parabolic 
dish which is similar to a satellite dish. The system equipments are rela-
tively easy to deliver and handle without the use of special tools. By con-
centrating sunlight about 500 times, the solar cell area is greatly reduced.

In high-latitude countries like Sweden, the solar radiation is asym-
metric over the year because of the high cloud coverage during winter, 
and thus concentrated to a small angular interval of high irradiation. This 
makes the use of economical stationary refl ectors or concentrators at-
tractive. Cost reduction can be realized by laminating thin aluminum foil 
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on steel substrate. Nilsson et al. [145] carried out experimental tests on 
an asymmetric compound parabolic refl ector system, with two different 
truncated parabolic refl ectors made of anodized aluminum and aluminum 
laminated steel, respectively. Their measurements confi rmed that chang-
ing the back refl ector from anodized aluminum to aluminum laminated 
steel does not change the energy output. They also found that the optimal 
cell position is to face the front refl ector, assuming no space restriction. 
This will result in the lowest cost for electricity generation. For cases with 
limited roof space, they suggested to place the solar cells on both sides 
of the absorber. This considers that, once a trough with cells on one side 
of the absorber is constructed, the cost of adding cells to the other side is 
relatively low.

A two-stage hybrid device was theoretically studied by Vorobiev et al. 
[146, 147], with solar cells incorporated on energy fl ux concentrator and 
heat-to-electric/mechanic energy converter. Two option cases were inves-
tigated:

1. system with the separation of “thermal solar radiation”, and
2. system without solar spectrum division and solar cell operating at 

high temperature.

The fi rst case allows the solar cell to operate at a low ambient temperature, 
but then requires the production of a new kind of solar cell which does not 
absorb or dissipate solar radiation as infrared. The calculations showed that 
with a concentration as high as 1500x, the total conversion effi ciency could 
reach 35–40%. The solar cell in the second option is subject to concentrated 
sunlight. It was found that with the use of GaAs-based single-junction cell 
having room temperature effi ciency at 24% and a concentrator at 50x, the total 
conversion effi ciency is around 25–30%. If a higher concentration is used, the 
effi ciency can be even higher.

Jiang et al. [148] introduced a two-stage parabolic trough concentrating 
PVT system, which contains a concentrator, a spectral beam splitting fi lter, an 
evacuated collector tube, and the solar cell components. The nondimensional 
optical model with the focal length of the concentrator as the characteristic 
length has been developed to analyze the properties of the concentrating sys-
tem using the beam splitting fi lter. The geometry concentration ratio and the 
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size of solar image at different structure parameters have been obtained. It is 
shown that using the fi lter the heat load of the cell can be reduced by 20.7%. 
Up to 10.5% of the total incident solar energy can be recovered by the re-
ceiver, and the overall optical effi ciency in theory is about 0.764.

Kostic et al. [149] studied the infl uence of refl ectance from fl at-plate solar 
radiation concentrators made of aluminum sheet and aluminum foil on energy 
effi ciency of PVT collector. The total refl ectance from concentrators made of 
aluminum sheet and aluminum foil is almost the same, but specular refl ec-
tance (which is bigger in concentrators made of aluminum foil) results in an 
increase of solar radiation intensity concentration factor. The total energy gen-
erated by c-PVT collector made of aluminum foil in optimal position is higher 
than the total energy generated by those made of aluminum sheet.

The basic feature of an STPV (solar thermophotovoltaic) is in the 
use of high temperature emitter as an intermediate element that absorbs 
concentrated solar light and emits photonic energy to solar cells through 
which the thermal radiation energy is converted to electricity. Compared 
with the solar cells, the STPV system can utilize the concentrated solar 
energy suffi ciently. It conveniently adjusts the spectral feature of pho-
tons released from the emitter corresponding to the bandgaps of solar 
cells in the system by controlling the emitter temperature and/or install-
ing the spectral fi lter. Xuan et al. [150] established the design and op-
timization method of STPV systems by taking into account the energy 
transport and/or conversion processes among the solar concentrator, the 
emitter, the spectral fi lter, the solar cells, and the cooling subsystem. The 
effects of the nonparallelism of sun rays, aperture ratios, and the tracking 
error on concentration capacity were investigated. The emitters made of 
different materials and with different confi gurations were numerically 
analyzed. The effects of concentration ratio, spectral characteristic of 
the fi lter, series and shunt resistance of the cell, and the performance of 
the cooling system on the STPV systems were discussed. Compared with 
the one-dimensional photonic fi ler, the optimized nonperiodic fi lter has 
a better performance. A high-performance cooling system is required to 
keep the cell temperature below 50°C.

As an attempt to improve the system effi ciency of concentrating pho-
tovoltaics (CPVs), an investigation has been done by Kosmadakis et al. 
[151] into the technical aspects as well as the cost analysis, by combining 
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the technologies of the CPV and the organic Rankine cycles (ORCs). The 
heat rejected from the CPV is recovered from the ORC, in order to in-
crease the total electric power output. The fi ndings constitute evidence that 
the CPV-ORC system can be an alternative for recovering the heat from 
concentrating PVs. Nevertheless, the mechanical power produced from 
the expander of the ORC can be used in other applications as well.

Huang et al. [152] suggested a PVT system based on organic photovoltaics 
(OPVs). The OPV cells were fabricated onto one-half of a tubular light pipe 
inside which the silicone oil was fl owed. This allows solar energy in the vis-
ible wavelengths to be effectively converted into electricity by photocell while 
simultaneously the silicone oil captures the infrared radiation part of the spec-
trum as heat energy. The oil fi lled tube acts as a passive optical element that 
concentrates the light into the PV and thereby increases its overall effi ciency.

While silicon-based PV technology has many physical barriers, it is 
expected that the future PVT developments will be closely linked to the 
breakthroughs in solar cell technology. The next generation solar cells 
such as polymer, nanocrystalline, and dye-sensitized solar cells will be 
less expensive, fl exible, compact, lightweight, and effi cient. Take dye-sen-
sitized solar cells (DSSCs) as an example, the operation does not need the 
p-n junction but mimics the principle of natural photosynthesis. It is com-
posed of a porous layer of titanium dioxide nanoparticles, covered with a 
molecular dye that absorbs sunlight, like the chlorophyll in green leaves. 
The DSSCs today convert about 11 to 12% of the sunlight into electricity. 
The use of hybrid ZnO/TiO2 photoanodes will be able to utilize the high 
electron transport rate of ZnO and the high electron injection effi ciency 
and stability of TiO2 materials [153].

1.5 MISCELLANEOUS DEVELOPMENTS IN RECENT YEARS

1.5.1 AUTONOMOUS APPLICATIONS

Desalination is a process to produce the distilled water from brackish/
saline water by means of solar still. Solar distillation of brackish water is 
a good option to obtain fresh water in view of its simple technology and 
low energy operation. A proposed design of PVT-integrated active solar 
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still was tested in India by Kumar and Tiwari [154–156]. This PVT active solar 
still is self-sustainable and can be used in remote areas. Compared with a pas-
sive solar still, the daily distillate yield was found 3.5 times higher, and 43% 
of the pumping power can be saved. Based on 0.05 m water depth, the range 
of CPBT can be shortened from 3.3–23.9 years to 1.1–6.2 years (depending on 
the selling price of distilled water) and the EPBT from 4.7 years to 2.9 years. 
The hybrid active solar still is able to provide higher electrical and overall 
thermal efficiency, which is about 20% higher than the passive solar still. On 
the other hand, Gaur and Tiwari [157] conducted a numerical study to opti-
mize the number of collectors for PVT/w hybrid active solar still. The number 
of PVT collectors connected in series has been integrated with the basin of a 
solar still.

Another potential application lies in crop drying, which is the process 
of removing excess moisture from crop produced through evaporation, 
either by natural or forced convection mode. Tiwari et al. developed a PVT 
mixed mode dryer together with an analytical model for performance anal-
ysis [158]. The experimental tests were executed for the forced convection 
mode under no load conditions. The annual gains for different Indian cities 
were evaluated and the results show that Jodhpur is the best place for the 
installation of this type of PVT dryer.

1.5.2 HIGH TEMPERATURE APPLICATIONS

Mittelman et al. [159] studied the application of c-PVT system in a LiBr 
absorption chiller designed for single effect. In the theoretical analysis, the 
desorber inlet temperature was set in the range of 65–120°C and without 
thermal storage. The PV module was based on triple-junction cells with a 
nominal conversion efficiency of 37%. A typical dish concentrator with an 
85% optical efficiency was used. The results showed that the loss in cell 
efficiency owing to the increase in operation temperature was insignifi-
cant. Under a reasonably range of economic conditions, the c-PVT cooling 
system can be comparable to, and sometimes even better than, a conven-
tional cooling system.

A c-PVT water desalination system was also proposed by Mittelman et 
al. [160], in which a c-PVT collector fi eld was to couple to a large-scale 
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multiple-effect evaporation thermal desalination system. Small dish concen-
trator type was used in the numerical analysis. The vapor formed in each 
evaporator condenses in the next (lower temperature) effect and thus pro-
vides the heat source for further evaporation. Additional feed preheating is 
to be provided by vapor process bleeding from each effect. The range of 
top brine temperature is from 60 to 80°C. Through numerical analysis, this 
approach was found competitive relative to other solar-driven desalination 
systems and even relative to the conventional reverse-osmosis desalination. 
Because of the higher ratio of electricity to heat generation, the high con-
centration option with the use of advanced solar cells can be advantageous.

1.5.3 COMMERCIAL ASPECTS

The commercial markets for both solar thermal and photovoltaic are grow-
ing rapidly. It is expected that the PVT products, once become mature, 
would experience a similar trend of growth. In future, the market share 
might be even larger than that for solar thermal collectors. The higher 
energy output characteristics of the PVT collector suit better the increas-
ing demands on low-energy or even zero-carbon buildings. Nevertheless, 
although there are plenty reported literatures on the theoretical and experi-
mental findings of PVT collector systems, those reporting on full-scale 
application and long-term monitoring have been scarce [161]. The number 
of commercial systems in practical services remains small. The majority 
involves flat-plate collectors but only with limited service life. The operat-
ing experiences are scattered. In the inventory of IEA Solar Heating and 
Cooling Task 35, over 50 PVT projects have been identified in the past 
20 years. Less than twenty of these projects belong to the PVT/w cat-
egory which is supposed to have better application potential. On the other 
hand, while most projects were in Europe such as UK and Netherlands, 
there have been projects realized in Thailand, in which large-scale glazed 
a-Si PVT/w systems were installed at hospital and government buildings 
[162]. It is important to have full documentation of the initial testing and 
commissioning, as well as the long-term monitoring of the real systems 
performance, including the operating experiences and the problems en-
countered. Developments in the balance of system are also important—for 
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example the improvement works in power quality and power factor in PV 
inverter design [163]. The improvements in power supply stability with 
power conditioner and better integration of renewable energy sources on 
to utility grid have been other key research areas [164].

Standard testing procedures for PVT commercial products are so far 
incomplete. In essence, the performance of PVT commercial products can 
be tested either outdoor or indoor. The outdoor test needs to be executed 
in steady conditions of fi ne weather, which should be around noon hours 
and preferably with clear sky and no wind. This can be infrequent; say for 
Northern Europe, it may take six months to acquire the effi ciency curve 
[165]. Indoor test can be quicker and provides repeatable results. To make 
available an internationally accepted testing standard is one important step 
for promoting the PVT products.

Although there have been an obvious increase in academic publica-
tions in hybrid PVT technology in recent years, many key issues related 
to the commercialization of PVT products are still not resolved. The lack 
of economic viability, public awareness, product standardization, warran-
ties and performance certifi cation, installation training, and experiences 
are the barriers. It is important for the reliability of the technology to be 
thoroughly assessed.

1.6 CONCLUSION

Global climate change and fuel supply security have led to the fast de-
velopment in renewable technology, including solar energy applications. 
The installations of solar thermal and PV electricity generation devices 
are growing rapidly and these lead to an increase in the demand of PVT 
collector system. PVT products have much shorter CPBT than the PV 
counterpart. Hence PVT (rather than PV) as a renewable energy technol-
ogy is expected to first become competitive with the conventional power 
generating systems.

In the past decades, the performance of various PVT collector types 
had been studied theoretically, numerically, and experimentally. This pa-
per serves to review the endeavor in the past years. While in the early 
works the research efforts were on the consolidation of the conceptual 
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ideas and the feasibility study on basic PVT collector designs, the PVT 
studies from the '90s onward have been more related to the collector de-
sign improvement and economical/environmental performance evalua-
tion. There were more rigorous numerical analyses of the energy and fl uid 
fl ow phenomena on conventional collectors with an experimental valida-
tion. The ideas of building-integrated design emerged and the demonstra-
tion projects were reported. Since the turn of century, the focus has been 
generally shifted towards the development of complimentary products, 
innovative systems, testing procedures, and design optimization. The mar-
keting potential and justifi cation on various collector designs and system 
applications have been evaluated through user feedback, life cycle cost, 
and/or embodied energy evaluations. The computational analyses become 
more comprehensive with the use of powerful analytical tools. There have 
been increased uses of explicit dynamic modeling techniques and also 
public domain simulation programs, including CFD codes. The evaluation 
has been extended to geographical comparison of long-term performance 
based on typical year round weather data on one hand and the second-law 
thermodynamic assessment on the other. International research collabora-
tions and related activities have been increasing.

Despite the sharp increase in academic activities, the developments of 
commercial products and real system applications are still limited. The 
issues of investment costs and product reliability are to be fully attended. 
More efforts must be on the identifi cation of suitable product materials, 
manufacturing techniques, testing and training requirements, potential 
customers, market strength, and so on.
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CHAPTER 2

AN APPROACH TO ENHANCE THE 
CONSERVATION-COMPATIBILITY OF 
SOLAR ENERGY DEVELOPMENT

D. RICHARD CAMERON, BRIAN S. COHEN, 
AND SCOTT A. MORRISON

2.1 INTRODUCTION

Climate change poses one of the greatest threats to biodiversity [1], [2]. 
Many species will be challenged to adapt to the magnitude and pace of 
the change, especially those already compromised by habitat loss and 
degradation [3]. Conservation of biodiversity will rely on protecting and 
enhancing the resilience and permeability of landscapes, to increase the 
viability of native species and provide them access to conditions they will 
need to persist in the future [4]. Efforts to reduce greenhouse gas emis-
sions will also provide benefits to natural systems by reducing the mag-
nitude of climate change impacts to which they need to adapt. Indeed, 
development of utility-scale (>1 MW) renewable energy generation facili-
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ties is a core element of a multi-faceted strategy to reduce emissions from 
the energy sector [5]. Yet, such facilities can have sizable footprints in 
terms of land area and water use [6], and so can threaten natural ecosys-
tems directly through habitat loss and fragmentation, or indirectly through 
the displacement of other human land uses [7]. Therein lies a paradox of 
utility-scale renewable energy development: it may be necessary to reduce 
climate change impacts and help protect biodiversity worldwide in the 
future; but if not carefully planned, it could come at the expense of the 
viability of local species today or constrain their ability to adapt to future 
conditions by destroying, or creating dispersal barriers to, areas they will 
need in the future.

The current pace and scale of efforts to develop renewable energy 
sources can make it more diffi cult to avoid adverse ecological impacts, 
especially given the lack of scientifi c studies regarding those impacts [8]. 
Yet, if emissions levels are to be maintained below what some describe as 
“dangerous” for both natural and human systems [9], [10], conversion to 
renewable sources of energy needs to be rapid worldwide [11]. Interest in 
energy security and economic stimulus further fuels demand for renew-
able energy development in the United States. Utility-scale development 
has become a government priority at the national and subnational level, 
with regulatory and fi nancial incentives to further it (examples include the 
National Energy Policy Act of 2005, American Reinvestment & Recovery 
Act of 2008) including $5.3 B in loan guarantees for three projects in Cali-
fornia [12]. This has resulted in a boom market for renewable energy in 
the western United States that has overwhelmed state and federal environ-
mental regulatory processes and permitting agencies. For example, as of 
November 2010, there were 22 applications to develop solar facilities on 
Bureau of Land Management (BLM) lands in the California deserts alone, 
with a cumulative footprint of nearly 78,000 ha [13].

Regulatory complexity compounds the political and market pressures. 
Authority for permitting new renewable energy facilities is dispersed 
across multiple jurisdictions depending on the technology, the size of the 
facility being proposed, and whether the proposed location is on public 
or privately-owned land. A variety of undesired consequences may result 
from this high political pressure and complexity, including protracted and 
controversial approval processes, unexpectedly high compensatory miti-
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gation costs, and approval of projects prior to a full understanding of their 
cumulative environmental impact.

Decision-support tools are needed to effi ciently guide projects toward 
areas that are commercially attractive for development, and away from 
areas important for biodiversity conservation and other resources. Using 
such tools in the early phase of project scoping would allow developers 
to select areas where they will be less likely to encounter environmental 
obstacles in the permitting process. These “low-confl ict” locations could 
be prioritized for fi eld investigations and possibly be eligible for expe-
dited permitting or other incentives to promote projects on appropriate 
lands. Conservationists also benefi t from early identifi cation of areas with 

FIGURE 1: The mitigation hierarchy. Under this schema, developers advancing a project 
choose locations for their project that avoid environmental impacts. If impacts cannot 
be completely avoided, they then take steps to minimize impacts. Once impacts are 
minimized to the extent possible, restoration opportunities are pursued. Residual impacts 
not addressed by the previous steps are then offset through compensatory mitigation, using 
ratios that result in a net positive impact on biodiversity. Adapted from Convention on 
Biological Diversity 2008 [54].
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minimal conservation value as it might expedite the attainment of climate 
benefi ts and reduce the risk of their being perceived as obstructionist.

Avoiding impacts through the selection of appropriate development lo-
cations and compensating for any residual impacts are core components of 
the “mitigation hierarchy”, a planning approach most commonly used to 
avoid impacts to wetlands [14], [15] (Figure 1). Adherence to this approach 
can help reduce adverse impacts of development, by defi ning resources and 
areas to be avoided, and outlining steps to minimize, restore, or offset un-
avoidable impacts. The principles of the mitigation hierarchy can be applied 
at a landscape scale through spatial analyses that map constraints and op-
portunities for both development and conservation [16]–[18]. Finding areas 
that are both suitable for renewable energy development and of relatively 
low biodiversity conservation value represents a possible “win-win” for two 
otherwise potentially confl icting objectives [19]. When complete avoidance 
of impacts is not possible, this approach can improve the conservation return 
of investments in compensatory mitigation, by directing it to places and ef-
forts that also advance regional conservation goals [16], [20], [21].

Here, we illustrate how the mitigation hierarchy can be applied to char-
acterize the degree of alignment between biodiversity conservation and 
electricity generation from utility-scale solar facilities. Our study focuses 
on the Mojave Desert, as it is the focus of intense development pressure: 
it offers large expanses of public lands with exceptional solar energy re-
sources in close proximity to highly populated regions with strong markets 
for renewable energy. We integrate conservation values and presumed de-
velopment feasibility across the desert, and illustrate how compensatory 
mitigation can contribute to regional conservation goals. We propose that 
this regional application of the mitigation hierarchy can lead to both more 
effi cient development of renewable energy and better conservation out-
comes in the Mojave Desert, and that this approach can serve as a model 
for resolving such confl icts more generally.

2.1 STUDY AREA

The Mojave Desert Ecoregion encompasses 13,013,000 ha, across four 
southwestern states: California (contains 56% of the ecoregion), Nevada 
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(31%), Arizona (11%) and Utah (2%). The ecoregion is notable for its 
biodiversity as well as for its wilderness values and associated economic 
benefits [22]. There are over 400 vertebrate species that inhabit the ecore-
gion, with extremely high endemism especially in wetland areas, such as 
Ash Meadows National Wildlife Refuge, Nevada where there are 24 en-
demic plants and animals [23], [24]. Plant diversity in shrub communities 
is among the highest in North America, with potential species diversity in 
these communities as high as 70 species per hectare in the eastern Mojave 
[25]. Currently 29 species and subspecies in the Mojave Desert are listed 
as threatened or endangered under the federal Endangered Species Act 
[23]. The region has extensive public and military lands (collectively cov-
ering over 85% of the ecoregion), with 53% of the ecoregion designated 
for wilderness and for species habitat—such as critical habitat for the fed-
erally threatened desert tortoise (Gopherus agassizii).

The biodiversity input into this analysis is a characterization of con-
servation value across the Mojave Desert Ecoregion, from Randall et 
al.’s (2010) Mojave Ecoregional Assessment (hereafter, the Assessment) 
[26]. The Assessment analyzed a broad set of conservation elements, or 
“targets” (44 vegetation communities and 521 plant and animal taxa) 
and used the conservation planning software Marxan [27] to generate 
alternative confi gurations of areas to meet conservation objectives. By 
integrating Marxan output of priority areas, aerial photo interpretation 
(to assess degree of anthropogenic ground disturbance), and principles 
of conservation reserve design, Randall et al. classifi ed the land into 
categories of high (i.e., Ecologically Core, Ecologically Intact) and low 
(i.e., Moderately Degraded, Highly Converted) conservation value (Fig-
ure 2). Here, we used the latter category to represent areas of lower con-
servation value. We note that the approach we present is fl exible, and 
could accommodate other conservation assessments as the biodiversity 
input. For example, other prioritization analyses exist for individual spe-
cies in the ecoregion (such as federal endangered species critical habi-
tat units) or as habitat conservation plans for portions of the ecoregion 
[28]–[29]. We selected the Randall et al. 2010 conservation value assess-
ment because it is the most recent and consistent characterization of the 
distribution of biodiversity and land use impacts across the whole of the 
ecoregion.
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The Mojave Desert is also renowned for its extraordinary solar re-
sources. An analysis of the solar energy production potential of the south-
western United States suggests that the region could supply 50% of the 
country’s electricity demand if fully developed [30], [31]. One of the larg-
est collections of solar electricity facilities in the world, the Solar Energy 
Generating Systems (SEGS) is installed in the Mojave Desert, totaling 354 
MW of installed capacity.

FIGURE 2: Conservation value in the Mojave Desert Ecoregion. The conservation values 
categories are depicted on the map as follows: dark gray areas are Ecologically Core, light 
gray are Ecologically Intact, orange are Moderately Degraded, and the darkest patches are 
Highly Converted (adapted from Randall et al. 2010). Subregions of the Mojave Desert 
are shown in the outline; labels indicate the 1. Northern, 2. Western, 3. South-central, 4. 
Central, 5. Southeastern, and 6. Eastern subregions. Urbanized land is grey and highways 
are in grey lines. The location of the ecoregion in the coterminous United States is shown 
in the inset map.
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Certain attributes of the desert ecosystem warrant special attention in 
planning for industrial land uses such as energy facilities. The low produc-
tivity of the desert leads to a slow pace of soil development, plant growth, 
and ecological succession, and that renders it slow to recover from distur-
bances [32]. This limits the application of the mitigation hierarchy, in that 
restoration of disturbed areas is often infeasible in ecological timeframes. 
While restoration is a critical step for reducing impacts from infrastructure 
development in many ecosystems, the challenges of successful restora-
tion in desert systems increases the importance of avoidance and minimi-
zation strategies. Mechanical disturbance of soil crusts leads to erosion 
and heightened susceptibility to invasion by non-native grasses and forbs 
[33]. Those, in turn, can result in altered fi re regimes, and effectively ir-
reversible type conversion of habitats [34]. Disturbing desert soil may also 
limit the degree to which it acts as a carbon sink, an ecological process 
that is poorly studied and the magnitude of which has only recently been 
characterized [35]. Solar facilities also consume water in their installation, 
operation, and or maintenance. Water is very limiting in the desert, with 
many species dependent upon either the rare surface expressions of water 
or the vegetation communities that draw upon subsurface fl ows. Although 
relationships between surface and ground water, as well as ground water 
fl ows and recharge rates are poorly understood, it is generally accepted 
that these resources are over-allocated [36]. While a full consideration 
of the ecological values of desert ecosystems is beyond the scope of this 
study (see Lovich and Ennen 2011), the integrity of soils and the scarcity 
of water are two key ecological attributes for planning, and potential con-
straints on the ability to align solar energy development and biodiversity 
conservation.

2.2 RESULTS

2.2.1 REGIONAL OPPORTUNITIES TO ALIGN ENERGY AND 
CONSERVATION GOALS

We found large areas of the Mojave Desert that are potentially suitable 
for the development of solar facilities that are ecologically degraded with 
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FIGURE 3: Conservation values in potentially suitable lands for solar development below 
5% slope angle. Urban areas, water bodies, and lands outside of private or BLM multiple 
use ownerships, and areas above 5% slope were removed. Conservation value colors are 
the same as Figure 2. Lands in darkest gray are classified as lower conservation value lands 
for which energy production estimates are provided in the results.

lower regional conservation value (Figure 3). The amount of lower con-
servation value land that meets the development suitability criteria ranges 
from nearly 200,000 ha (<1% land surface slope angle) to over 740,000 ha 
(<5% slope) (Table 1). The level of potential compatibility between devel-
opment and conservation is much greater if land with higher slope can be 
utilized, with nearly four times more lower conservation value land at the 
5% cutoff compared to the 1%.
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TABLE 1: Area (ha) of land by land ownership, conservation value, and percentage slope 
angle.

Owner Ecologically 
Core

Ecologically 
Intact

Moderately 
Degraded

Highly 
Converted

Total

Bureau of Land Management (BLM)

<5% slope 389, 458 828, 371 190,244 21,669 1,429,742

<3% slope 240,370 491,398 130,530 17,762 880,061

<1% slope 73,736 99,196 31,785 10,570 215,288

Private Land

<5% slope 159,693 221,835 400,264 128,552 910,315

<3% slope 128, 260 168,127 326,898 111,955 735,239

<1% slope 49, 045 34,811 89,886 58,687 232,428

Areas with lower than 7 kwh/m2/day direct normal irradiance (DNI) were excluded from 
the analysis, as were legally and administratively protected areas, urban areas, and 
perennial water bodies. BLM land includes only undesignated land eligible for potential 
siting. Higher percentage slope categories are inclusive of the lower. Conservation value 
categories from Randall et al. 2010.

Privately-owned parcels provide considerably more opportunity to de-
velop on land with lower conservation value than do public lands (Figure 
4, Table 1). The combined area of lower conservation value private land is 
3.5 times (<1% slope) to 2.5 times (<5% slope) the area of those categories 
on suitable BLM land across the ecoregion. The higher degradation on 
private land is primarily due to agricultural land use and low density de-
velopment in parts of the western Mojave in California and in the Arizona 
portion of the ecoregion. However, unlike BLM-managed lands, private 
lands are often parcelized and divided into many ownerships. In Califor-
nia, private lands that meet suitability criteria, are less than 5% slope and 
are in the lower conservation value categories, the average parcel size is 
2.4 ha, with a median of 1 ha (Figure 5).

While most of the degraded areas potentially suitable for development 
are found on private land, BLM land also provides large areas of potential 
opportunity for development, with over 210,000 ha of lower conservation 
value land less than 5% slope across the ecoregion (Table 1, Figure 4). 
About 90% of those lands are available for solar use since approximately 
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FIGURE 4: Land ownership in potentially suitable lands below 5% slope with Moderately 
Degraded and Highly Converted conservation value. Lighter gray areas are private lands 
and dark gray areas are BLM land without designation. Areas outlined in medium gray are 
designated open off-highway vehicle areas on BLM land in California, accounting for 10% 
of the 211,000 ha in lower conservation value on BLM land and would not be suitable for 
development. Conservation values adapted from Randall et al. 2010.

10% (21,522 ha) are within designated off highway vehicle (OHV) open 
areas and thus likely to be off limits to and inappropriate for development.

2.2.2 ECOREGIONAL IMPACTS

If the full extent of areas without protective designation (i.e., BLM mul-
tiple use and private lands) that are potentially suitable for solar facilities 
were to be opened and used for solar development, large areas of Ecologi-
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cally Core and Intact (hereafter, “higher conservation value”) lands would 
be lost, ranging from over 250,000 ha (<1%) to 1.6 million ha (<5%) (Ta-
ble 1). This extent of loss would greatly reduce the ability to meet ecore-
gional conservation goals (per Randall et al. 2010) for many biodiversity 
targets, especially if higher slopes are eligible for development (Figure 6). 
Some targets would face extensive loss relative to the current distribution, 
such as mesquite upland scrub, greasewood flats, blackbrush shrubland, 
and mixed salt desert scrub [37] (Figure 6). The extent of desert tortoise 
suitable habitat outside tortoise conservation areas in higher conservation 
value lands that would be lost varies considerably based on slope angle, 
from 90,103 ha (<1%) to over 1 M ha (<5%). The location of many of the 
areas at risk are in flat valleys which often connect existing conservation 
lands for wide-ranging species like desert bighorn sheep (Ovis canadensis 
nelsoni) [38].

FIGURE 5: Parcel size class distribution within private lands of California that are of 
lower conservation value. These are only within areas that are potentially suitable for solar 
development below 5% slope. The presence of high rates of parcelization on private land 
acts as a disincentive to site large solar projects in more degraded areas.
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In the California and Nevada portion of the Mojave, there are over 
220,000 ha of solar facilities proposed as Right of Way (ROW) applica-
tions on BLM lands, including nearly 130,000 ha of Ecologically Core 
and Intact habitats (Table 2). The vast majority of this area—over 116,000 
ha—is occupied by the ecoregion’s most widespread community, creo-
sotebush-white bursage desert scrub (Larrea tridentata, Ambrosia du-
mosa). The second most extensive impact would be to Mojave mid-eleva-
tion mixed desert scrub [37] (Table 2). The desert tortoise is wide-ranging 
across the study area, and would directly lose 103,509 ha of Ecologically 
Core and Intact suitable habitat if the footprints of all current proposals on 
BLM lands are developed.

TABLE 2: The extent of ecological system targets that occur within BLM Right of 
Way applications in California or Nevada that also occur within Ecologically Core or 
Ecologically Intact conservation value categories (from Randall et al. 2010).

Conservation Target Area Potentially Impacted (Ha)

Creosotebush-White Bursage Desert Scrub 116,640

Mojave Mid-Elevation Mixed Desert Scrub 7,125

Southern Willow Scrub 1,145

Mixed Salt Desert Scrub 1,082

Cliff and Canyon 1,075

Playa 699

Desert Pavement 578

Dunes 229

Greasewood Flat 165

Chaparral 110

2.2.3 SUPPLY RELATIVE TO RENEWABLE ENERGY GOALS

California’s 2020 Renewables Portfolio Standard (RPS) goal can be fully 
met without developing within the Ecologically Core or Intact lands in the 
ecoregion. The lower conservation value land with slopes of less than 1% 
(190,928 ha) could supply 107 TWh of electricity, or 180% of the renew-
able energy that it is estimated will be needed to meet the California RPS 
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by the Renewable Energy Transmission Initiative (RETI) [39]. Below 3% 
slope, there are 587,145 ha of land, with the potential to generate 555% of 
the energy required, while the lower conservation value lands below 5% 
cutoff (740,699 ha) could supply 700% of the energy required.

2.2.4 MITIGATION SCENARIOS

We calculated a total footprint of 31,994 ha for proposed solar energy gen-
eration facilities under verified Right of Way applications on BLM lands 
and on private lands of the western, central and south-central subregions of 
the ecoregion. Meeting compensatory mitigation needs for these proposed 
projects would contribute more to regional conservation goals if mitiga-
tion is not restricted to private lands. For example, if we use the “future” 
mitigation ratio and restrict mitigation investment to private lands, there 
will not be enough higher conservation value private land in the central 
Mojave subregion to offset impacts for five conservation targets, including 
the desert tortoise, which falls short of the mitigation need by 38% (23,104 
ha) (Figure 7). In contrast, if public lands are also eligible for investment, 
mitigation requirements under the future ratio could be met for all but 
two targets (playa is short by 601 ha and desert pavement is short by 30 
ha) (Figure 7). Moreover, in the private land only scenario, lands selected 
for mitigation at both ratio levels are more fragmented than the mixed 
ownership scenario (as reflected in higher edge length of the full selected 
network, 15% higher for current ratios and 52% for future ratios). The 
areas selected in the private land only, current scenario are slightly more 
degraded (11%, as indicated by the average Marxan “cost” per selected 
assessment unit) than the mixed ownership solution (Table 3). This differ-
ence in degradation jumps to 60% using the future ratios, which is largely 
due to Marxan seeking to meet the mitigation goals for tortoise, by having 
to include areas that may be relatively more impacted.

The ideal arrangement of places for mitigation differs depending on 
what lands are available. The percentage overlap of the mitigation solu-
tions for the mixed ownership and the private land only scenarios is low: 
the Jaccard similarity index [40] was 0.29 for the current mitigation ratio 
and 0.42 for the future ratio (Figure 7). A similar comparison of total area 
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FIGURE 7: Scenarios of suitable mitigation areas using the future ratios. This map shows 
the private land-only (medium gray) and the mixed ownership (dark gray) scenarios, 
with planning units that are shared in both scenarios (with outline). The private land-only 
solution is more dispersed and was not able to offset impacts for five targets in a subregion 
(grey outlines, labeled in Figure 2), most notably a deficit of over 23,000 hectares of 
suitable desert tortoise habitat in the Central Mojave subregion, north and east of Barstow, 
CA. Urbanized areas are shown in lighter grey. The extent of Ecologically Core (darker 
green) and Ecologically Intact (lightest gray) is shown for reference (adapted from Randall 
et al. 2010). 
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needed for both ownership scenarios could not be performed for the future 
ratio solutions because mitigation goals could not be met in the private 
land only, future scenario (Table 3).

TABLE 3: Performance of compensatory mitigation scenarios.

Mitigation 
Ratios

Eligible Land for 
Mitigation

Assessment 
Unit Cost

# of 
Assessment 
Units

Boundary 
Length (m)

Goals Met for 
All Targets?

Current Private Core and 
Intact

158,999 254 1,087,545 No (1 not 
met)

Current Private or BLM 
undesignated 
Core and Intact

141,084 251 717,062 No (1 not 
met)

Future Private Core and 
Intact

447,275 457 1,862,370 No (5 not 
met)

Future Private or BLM 
undesignated 
Core and Intact

324,674 531 1,617,374 No (2 not 
met)

Assessment unit costs are the sum of the “cost” values, a unitless index used in Marxan 
as a proxy for anthropogenic disturbance. The number of assessment units is the number 
selected in the most efficient scenario of 100 model runs. Boundary length is the total edge 
length of the selected assessment units and is a proxy for the dispersion of the selected 
network of areas. Goal attainment refers to whether the mitigation goals for the targets are 
met in the given scenario. See Supporting Information S2 for full description of Marxan 
settings.

2.3 DISCUSSION

We found considerable opportunity for alignment of biodiversity con-
servation and solar energy development objectives in the Mojave Des-
ert. Assessed at the moderate 3% slope cutoff, over 580,000 ha of lands 
with lower conservation value yet presumably suitable for solar energy 
development currently exist across the desert, an amount that could supply 
over five times the energy needed to meet the projected 2020 California 
33% RPS goal. Steering development to areas of lower conservation value 
could help reduce adverse impacts to desert ecosystems, specifically areas 
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that are more intact and those that contain sensitive resources. Avoiding 
those areas will likely improve the adaptive capacity of desert species in 
the face of climate change and provide greater ecological resilience in the 
future. Prioritizing development in lower conservation value lands reduces 
the prospect of conflict over ecological impacts that can add cost, delay, 
and controversy to projects.

One striking fi nding from this study is the relationship between land 
ownership, conservation value, and “attractiveness for development.” 
From a conservation perspective, most of the areas that appear better suit-
ed for development are privately held, but they are often comprised of 
many parcels that would need to be consolidated to achieve a minimum 
area suffi cient to support a project. From a development perspective, that 
parcelization creates a disincentive, especially if an alternative exists to 
have a more streamlined process working elsewhere with one land owner, 
e.g., BLM. Thus, one strategy to enhance protection of the conservation 
values of the Mojave Desert would be to develop policies that incentiv-
ize development on degraded private lands. We note that brownfi elds and 
areas formerly in agricultural production, but retired due to salinity, wa-
ter limitations, economic considerations, or other contamination problems 
may present ideal locations for solar development, especially for technolo-
gies that use less groundwater than the former land use.

The approach we present can also help direct compensatory mitiga-
tion investments. By accounting for the direct impacts of a given set of 
proposed projects and the distribution of lands with higher conservation 
value, we illustrate how one can generate a portfolio of candidate areas for 
compensatory mitigation that meet mitigation obligations while contribut-
ing to regional conservation goals. Of course, further fi eld assessment is 
required to ensure that candidate sites generated from this type of analy-
sis are indeed suitable as mitigation. This approach can be generalized 
to other land uses, geographies, covered resources, and mitigation ratios 
and actions, and explored as a site-selection problem to optimize various 
social and ecological goals.

Our analysis of land ownership and conservation value also revealed a 
conundrum for mitigation. While the higher degradation of private lands 
provides opportunities to avoid or minimize adverse ecological impacts 
when siting projects, it also poses problems if compensatory mitigation 
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can only be conducted on private lands. The limited supply of private 
lands with higher conservation values could in turn limit the amount of 
energy development for which impacts can be offset. We note, however, 
that there may be considerable opportunity to use mitigation funds to en-
hance the conservation management of existing public lands in the des-
ert, through such actions as eradicating invasive species, increasing en-
forcement of off-highway vehicle closures, or installing tortoise exclusion 
fencing along roads. The desert tortoise recovery plan [41], for example, 
recommends numerous management actions to enhance species viability, 
many of which go unimplemented due to insuffi cient funding [42]. We 
emphasize that any investment of mitigation resources applied to public 
lands would need to result in enduring conservation outcomes and add 
to the current level of management activities rather than replace existing 
resources and agency obligations. One way to track and better ensure that 
investments result in enduring conservation is to change the designation 
of lands serving as mitigation from one that allows multiple uses to one 
that gives primacy to the conservation use. Ensuring additionality of mit-
igation-related enhanced management funding would likely involve con-
tractual obligations and require special enforcement mechanisms within 
agency budgeting processes.

We underscore the importance of accounting for cumulative impacts in 
siting and mitigation decisions, especially in light of the increased stress 
that climate change will exert on desert ecosystems. The impacts of proj-
ects should not only be evaluated comprehensively regarding ecological 
impacts, but also examined cumulatively in the context of all of the ma-
jor stressors in the desert (including but not limited to the other proposed 
energy projects). Because of the large area potentially impacted by long-
term solar energy development (as illustrated in Figure 6), and the lack of 
related impact studies, a framework is needed in the near term to guide 
decision-making to help reduce the risk of inadvertently crossing thresh-
olds of ecological viability [8]. The approach presented here, essentially 
an application of the precautionary principle, can provide that initial guid-
ance: develop fi rst in the least confl ict areas and protect the consensus 
conservation areas; meanwhile, improve knowledge regarding the areas in 
between, so that siting and mitigation decisions in the future can be better 
informed as to their environmental trade-off.
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Limitations of this analysis are mostly related to data quality and reso-
lution. We underscore that this study cannot substitute for site-level assess-
ment, or more detailed assessments of sensitive and rare species’ conser-
vation needs (e.g., HCPs [Habitat Conservation Plans], NCCPs [the state 
of California’s Natural Communities Conservation Plans], endangered 
and threatened species recovery plans). Moreover, the map of the relative 
conservation value should not be construed as a development and con-
servation blueprint, per se. Randall et al. (2010) caution that because im-
portant occurrences, ecological processes or habitats of targets may occur 
within all of the conservation value categories, even the Highly Converted 
category, site-level assessment is needed to confi rm suitability for devel-
opment, and guide project siting, design, and mitigation. The Assessment 
is best used to provide general guidance to planners and industry seek-
ing to assess the relative likelihood of environmental constraints across 
a broad area, in an attempt to minimize adverse permitting problems. As 
suitable information becomes available, the approach we present here can 
be implemented at a fi ner spatial scale for a portion of the ecoregion.

An additional limitation of our analysis is that it does not explicitly ac-
count for some key factors that infl uence the economic feasibility of proj-
ect development. Geographic factors may affect the economic profi tability 
of a site, such as local infl uences on solar radiation or the costs of ongoing 
maintenance to minimize damage from airborne sand. One notable factor 
that was beyond the scope of our study pertains to transmission. Proxim-
ity to transmission corridors that have additional capacity is an important 
consideration in siting new generation facilities. The relationship between 
transmission and generation will be important to incorporate into future 
refi nements of this analysis utilizing the expertise of the solar industry, es-
pecially where new transmission is required to service proposed facilities. 
Those additional impacts should be incorporated into the overall applica-
tion of the mitigation hierarchy.

In sum, we demonstrate how solar energy production goals in the Mo-
jave Desert can be met with less adverse effect on biodiversity. The sys-
tematic approach presented here for proactively balancing solar energy 
production with biodiversity protection better accounts for, and so can 
help reduce, trade-offs. Importantly, it can also provide greater assurances 
to agencies, developers and conservationists that their respective goals 
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are being met. Integrating this sort of analysis with dynamic information 
systems for species distributions, ecological condition and conservation 
investments, can help agencies and stakeholders adaptively apply the mit-
igation hierarchy with increasing effectiveness. This example of multi-
objective planning can also be expanded and tailored to other technolo-
gies and geographies, e.g., wave energy and marine protected areas. We 
caution, however, that if such planning does not incorporate and accom-
modate all major interests and stakeholders, it may lead to displacement 
of one user by another, and exacerbate rather than resolve confl ict. For 
example, our analysis did not incorporate some signifi cant desert values, 
such as cultural values, recreational uses, military training, and scenic val-
ues. Accounting for this array of interests will be essential for developing 
the long-term conservation plan for the Mojave.

Numerous conservation and energy development planning efforts are 
currently underway that will affect the Mojave Desert (e.g., BLM’s Solar 
Energy Development Programmatic Environmental Impact Statement). 
The State of California is currently developing an NCCP for the state’s 
deserts that, like this analysis, will take into account not just those species 
currently listed but the full array of natural communities of the Califor-
nia deserts. We are hopeful that the resulting NCCP will identify areas 
preferred for development and conservation, and institutionalize effective 
regulatory mechanisms and market-based incentives to implement that 
plan. Ideally, those mechanisms will help ensure that siting and mitigation 
occur in the places most appropriate for effecting desert conservation–re-
gardless of the underlying ownership. In the interim, we propose that a 
precautionary approach like that presented here could guide conservation-
compatible renewable energy development in the desert.

2.4 MATERIALS AND METHODS

2.4.1 SOLAR ENERGY DEVELOPMENT POTENTIAL

We estimated solar energy potential across the Mojave Desert using the 
direct normal irradiance (DNI) data at 10 km resolution developed by Na-
tional Renewable Energy Laboratory (NREL) and SUNY-Albany [43]. 



Enhancing the Conservation-Compatibility of Solar Energy Development 69

The DNI is the variable commonly used to assess the potential for con-
centrating solar power (CSP) installations, but is strongly correlated with 
solar insolation values used to plan solar photovoltaic (PV) facilities.

Development feasibility was characterized based on land ownership 
and management, current land use, and land surface percent slope angle, 
as well as solar insolation. We fi ltered the DNI data to include only those 
lands with excellent solar resource potential (annual average value of at 
least 7 kWh/m2/day ) and slope angles that bracket the maximum slope 
that is considered to be developable for solar energy based on current tech-
nologies (less than 1%, 3% (inclusive), and 5% (inclusive)). We calculated 
the slope using elevation data from the Shuttle Radar Topography Mission 
(SRTM) resampled from 30 meters to 90 meters resolution, and smoothed 
using an averaging fi lter by a 3 × 3 window to remove anomalies in the 
data [44]. To remove patches of land not large enough for utility-scale 
solar projects, we applied a minimum mapping unit of 100 hectares and 
merged all polygons below this cutoff with adjacent polygons using the 
ARCGIS Eliminate tool [45].

To ensure that areas already developed with residential, industrial or 
commercial uses were not included as potentially suitable, we created 
a composite “developed” land layer. For Utah, Arizona and Nevada we 
used data from the Southwest ReGap program [46] to represent devel-
oped land use. For California, we extracted the “urban” category from 
the Multi-source Land Cover data [47] to represent the footprint of areas 
to exclude. To minimize adjacency to urban areas, we smoothed the de-
veloped land composite using an averaging fi lter by a 3×3 window and 
removed all areas greater than 10% urbanized after smoothing. Perennial 
water bodies and areas that have a legal or administrative status that pre-
vents energy development were also removed from the suitable land base. 
We removed the categories of land that were identifi ed as consensus ex-
clusion areas in California’s Renewable Energy Transmission Initiative 
[48] (see Supporting Information S1 for a list of these categories). We also 
excluded the desert tortoise conservation areas as defi ned by the U.S. Fish 
and Wildlife Service, which include areas designated as critical habitat 
for the desert tortoise [49]. Mohave ground squirrel (Spermophilus mo-
havensis)) conservation areas [50] were also removed because they have 
been proposed for exclusion by the BLM. Management status data on the 
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location of public and private land and the relative level of conservation 
management were from the U.S. Geological Survey Protected Areas Data 
version 1.1 [51].

2.4.2 PROGRESS TOWARD CALIFORNIA RENEWABLE 
ENERGY GOALS

A key driver of demand for renewable energy in the Mojave Desert is 
the California Renewables Portfolio Standard (RPS), which mandates 
that investor- and publicly-owned utilities acquire 33% of their energy 
from renewable sources by 2020. The net amount of renewable energy 
that needs to come online to meet the 2020 goal will change over time 
and requires assumptions about the lifespan of current and future projects. 
We used an estimate from the California Renewable Energy Transmission 
Initiative [39] of 59.7 TWh which is higher than more recent estimates 
[52]. We calculated the potential energy generation based on the land area 
that is developable based on the solar insolation, slope, and land use and 
management filters described above, and conservation value (per Randall 
et al. 2010) for the whole ecoregion. We used this potential energy gen-
eration to estimate the proportion of the remaining California’s RPS goal 
(net short) that could be met in the Moderately Degraded and Highly Con-
verted (hereafter, “lower conservation value”) lands in the ecoregion. We 
considered the California RPS as a realistic energy goal for this analysis, 
and we assumed that land in other states can have projects to contribute to 
the California RPS goal given the close proximity of many of the areas to 
California. To convert land area to energy output, we used the mid-point 
land area to energy estimate for solar thermal provided in MacDonald et 
al. (2009) of 3.8 ha/mw and assumed a 25% capacity factor [7].

2.4.3 DEVELOPMENT IMPACTS AND MITIGATION 
OPPORTUNITIES

We analyzed opportunities to offset projected impacts from BLM and pri-
vate land solar projects by developing mitigation scenarios that differed 
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in 1) the type of land ownership allowed to serve as mitigation, and 2) 
the mitigation offset ratio. The extent of this analysis included three sub-
regions used in the Assessment: the Western, Central, and South Central 
Mojave Desert (Figure 2). We used only the northern portion of the South 
Central subregion (dividing it based on the ecological subsection bound-
ary [53]) because the southern portion is covered by Joshua Tree National 
Park and an adjacent Area of Critical Environmental Concern (ACEC), 
which are land designations that do not allow for development.

To estimate subregional impacts, we used the mapped or estimated 
footprints of proposed solar projects on private lands in Kern, San Ber-
nardino, and Los Angeles counties within the California Mojave ecore-
gional boundary and the verifi ed ROW applications for BLM lands in Cal-
ifornia [13]. For the BLM projects, we used the California verifi ed Right 
of Way solar projects from a data download from November 8, 2010. For 
the private land projects, we used maps or available GIS data from Kern, 
Los Angeles and San Bernardino counties. Specifi cally, for Kern County 
projects was a spreadsheet and digital map showing the location of the 
facilities, acquired from the county and dated September 9, 2010. The fa-
cilities were digitized based on this map and a point GIS fi le was created. 
The area of the facility was used from the spreadsheet to buffer the point 
to a circle with an area the exact same size as the listed size in the table. 
The source for San Bernardino County projects was from April 2010 and 
included two pre-application projects. These were digitized based on the 
locations and information in a digital map acquired from the county. We 
mapped the projects as precisely as possible to get the approximate acre-
age and location based on the information available, though we were not 
able to map projects more accurately than the parcel boundary. For Los 
Angeles County, projects were mapped based on available assessor parcel 
numbers and parcel data acquired in December 2010 from the county. The 
three county data layers and the BLM ROW layer were merged into one 
fi le within the extent of the subregional area. Each project was assigned to 
a subregion with no projects straddling subregions. We could not identify 
a data source for Inyo County in the western subregion.

To estimate potential ecoregional impacts from ROW applications, 
we included both California and Nevada applications. We assume that the 
whole area within the ROW would be impacted by the proposed projects, 
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even though in many cases the area of the ROW application exceeds the 
actual development footprint. We caution that these footprints represent 
only the direct impacts associated with the projects, not indirect effects. It 
is also likely that not all of these applications will be developed. However, 
the purpose of this portion of the study is to characterize the magnitude of 
the impact of solar development based on a proposed set of projects and 
resultant mitigation it will require in one portion of the Mojave Desert.

To derive the amount of mitigation needed for species and vegeta-
tion system targets, we calculated the extent for each vegetation type and 
habitat for two species of conservation interest (desert tortoise [49], Mo-
jave ground squirrel [50]) within the ROW applications and private land 
projects in the subregional study area. The calculated impacts for these 
45 projects were used to identify potential areas to meet compensatory 
mitigation needs in the most effi cient confi guration (based on total area, 
length of outer boundary of selected hexagons, and conservation suitabil-
ity described below) while contributing to regional conservation goals. 
We used the same tool for the mitigation scenarios that was used in the 
Assessment, Marxan (v. 1.8.10), to identify areas that can meet mitigation 
needs. We ensured that potential mitigation areas would contribute to con-
servation goals by allowing Marxan to select only Ecologically Core or 
Intact areas from the Assessment, without an existing protective designa-
tion, such as Federal Wilderness areas or Areas of Critical Environmental 
Concern. To ensure that the mitigation areas would be ecologically similar 
to the impacted resources, we required the offsetting to be within the same 
subregion as the impact. Additional parameters and goal amounts used for 
Marxan scenarios are shown in Supporting Information S2.

To assess mitigation needs, we used two sets of mitigation to impact 
ratios. The fi rst set was intended to mitigate for the impacts of existing 
proposed projects (hereafter “current”). Current ratios were based on 
available guidance in existing regulations and recovery plans, although we 
included all target ecological systems, not just those for which mitigation 
is required under existing laws and regulations. The second set of ratios 
was intended to be a proxy for potential future build out of solar projects 
(hereafter “future”). “Future” ratios were defi ned as double the “current” 
ratios (Table 4). This simple approach to forecasting mitigation needs can 
be used to design programmatic investments, such as advance mitigation. 
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To assess the infl uence of land ownership on the availability of mitigation 
options, we ran scenarios with two alternatives: only using private land 
as suitable sites (hereafter “private land only”) and using BLM multiple 
use land as well as private land as options (hereafter “mixed ownership”). 
To ensure that the mitigation areas selected had relatively minimal deg-
radation, we used an index of anthropogenic disturbance (road density, 
urban and agricultural land) adapted from Randall et al (2010) to defi ne 
conservation suitability as the “cost” layer input for Marxan. The details 
of this layer and the input data are shown in Supporting Information S3. 
Using this cost layer in the Marxan mitigation scenarios provided a basis 
for comparison of the relative habitat quality available using the two sets 
of allowable land ownerships for mitigation.

For desert tortoise habitat distribution, we used the output of the habitat 
model developed by Nussear et al. (2009) and selected the top four scores 
(>0.6) of the classifi ed output as a conservative representation of higher 
quality habitat [49]. For Mohave ground squirrel, we used the boundaries 
of the conservation areas as designated by the BLM in California [50].

TABLE 4: Compensation ratios for current and future mitigation scenarios.

Target Current Ratio Future Ratio

Species 3:1 6:1

Vegetation Systems 2:1 4:1

Unvegetated Systems 1:1 2:1

Mitigation ratios represent the proportional offset needed per unit of impact. Current Ratio 
refers to a hypothetical degree of offset to compensate for impacts to the target species or 
system based on a set of proposed projects. Future Ratio refers to a potential amount of 
mitigation that might be needed based on future build out of solar projects. Unvegetated 
systems include dunes, cliff and canyon, desert pavement, and playas.
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3.1 INTRODUCTION

Solar cells have great potential as an alternative energy source because of 
the enormous amount of available energy and its distributed nature that 
may enable a distributed power generation grid [1]. However, for solar 
energy to be cost-effective on a utility scale, the price of purchase, in-
stallation, operation and maintenance over the lifetime of a solar panel 
per kWh generated must compare favorably to current power generation 
technology, which for fossil-fuel based generation is 0.03–0.05$/kWh [2]. 
Improvements are being made to solar cells to 1) increase the efficiency, 
and 2) lower the price. For instance, solar concentrators are being devel-
oped that focus solar light reflecting off a large mirror on a solar cell with 
a smaller surface area. Multi-junction devices are being developed that use 
junctions between materials with different band gaps to capture a greater 
number of photons and limit loss of excess photon energy when the ex-
cited high-energy electron relaxes to the Fermi level.
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Gratzel cells [3], also known as Dye-Sensitized Solar Cells (DSSCs), 
offer a particularly interesting path to cost-effective solar power. By sac-
rifi cing some effi ciency but offering a greater reduction in cost, the total 
price per kWh can be reduced considerably. While this initial argument for 
DSSCs is very compelling, it is worth noting that the current state-of-the 
art DSSCs have effi ciencies that rival their solid-state counterparts [4]–
[6]. Another advantage of DSSCs is that they operate well in low-light and 
overcast conditions. DSSCs typically consist of a transparent semicon-
ducting fi lm on conducting glass that functions as a photo-active electrode 
(fi gure 1a, top). A glass plate is coated with Pt and acts as the counter elec-
trode (fi gure 1a, bottom). Light-sensitive dye molecules are adsorbed on a 
semiconducting material on another slide and the assembly is immersed in 
an electrolyte, typically iodide-triiodide (I–/I3

–). An incoming photon with 
energy hv excites an electron from the dye into the conduction band of the 
semiconductor and it migrates to the bottom electrode. The electrolyte re-
duces the dye, creating triiodide (3I– →I3

– + 2e–). The electrons follow the 
external circuit through the load to the counter electrode. The triiodide mi-
grates through the electrolyte to the Pt electrode and gets reduced, thereby 
completing the circuit. The transparent semiconductor is typically made 
of nanoporous TiO2. Using a nanoporous material signifi cantly increases 
the surface area available for dye molecules but at the same time limits the 
electron migration rate. Different transparent semiconductors are being 
studied with higher mobility, such as nanowire-based electrodes [7], [8]. 
The liquid electrolyte is not very stable at the wide range of temperatures 
solar cells typically are exposed to, so high-mobility solids are being in-
vestigated as well [9], [10], culminating recently in a record 12% conver-
sion effi ciency [6]. Various dyes have been used in DSSCs, ranging from 
metal-free organic dyes [11] through highly effi cient Ru-based organic 
dyes such as ‘N3 dye’ [12], [13] and ‘black dye’ [14]–[17] to engineered 
semiconductor quantum dots with a very high extinction coeffi cient [18]. 
C60 has been shown to work as a ‘dye’ as well [19], [20]. Carbon nano-
tubes (CNTs) [21], [22], offer a potentially cheaper and easier alternative 
to these materials. They are photo active, highly conductive, strong, and 
chemically inert. Carbon nanotubes can be synthesized in multiple ways 
such as chemical vapor deposition or laser ablation. The natural ratio of 
as-synthesized carbon nanotubes is 2/3 semiconducting to 1/3 metallic.
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FIGURE 1: Carbon nanotube solar cells; comparison to Dye-Sensitized Solar Cells 
(DSSC), construction, and energeticts. a) DSSC. b) Carbon Nanotube Solar Cell, CNSC. 
c) Layout of a CNSC. The top and bottom glass slides are covered in carbon nanotube films 
which are electrically connected by the iodide-triiodide electrolyte that is contained by the 
silicone separator. The top film is the photoactive electrode, while the bottom electrode is 
the counter electrode. The inset is an Atomic Force Micrograph of the height of a 2×2 m 
section of a carbon nanotube film. d) Band diagram of the CNSC.

Here, we present proof-of-concept solar cells that are entirely made of 
carbon nanotubes, carbon-nanotube-based solar cells (CNSCs, fi gure 1b). 
They are a variation on the DSSC, and potentially offer many advantages 
beyond DSSCs. 1) No Dye. As these cells use semiconducting CNTs for 
photo conversion, they do not rely on dyes, which may bleach, severely 
limiting the useful life of DSSCs. 2) No Pt. Pt is often used as counter elec-
trodes and their use in DSSCs represent an undesirable reliance on noble 
metals which may inhibit the use of DSSCs on a large, i.e. utility, scale. 
In addition, Pt has been reported to degrade due to the contact with the 
electrolyte [23]. Carbon nanotubes, in contrast, are chemically inert, and 
indeed show promising characteristics as counter electrodes [24]–[27]. 3) 
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No In. As the carbon nanotube fi lm itself is a transparent conductor, the 
use of a conducting coating made of, e.g. InSnO, is not required, eliminat-
ing the need for the exceedingly rare Indium. 4) The application of carbon 
nanotubes to the glass slides is a low temperature spray-coating process. 
In addition, these CNSCs multiply the advantages offered by DSSCs over 
single and multi-junction solar cells that require high-grade semiconduc-
tors and clean-room manufacturing. The use of low-grade materials and 
resulting projected signifi cant reduction in cost of manufacturing poten-
tially offsets the limited effi ciency of these cells when relating the energy 
produced per dollar spent in manufacturing and installation.

In addition to CNT-only cells, we report on effi ency improvement 
strategies, using different assembly techniques and using graphite (gra-
phenium) counter electrodes. Graphite has no band gap, is extremely pli-
able, robust, and provides the ability to shrink the distance between it and 
the active semiconducting electrode. The cost, relative abundance, ease 
of introduction into the cell, and lack of need for spray deposition render 
graphite an attractive counter electrode material.

3.2 RESULTS

We present experimental demonstration of power generation obtained un-
der ambient conditions at solar noon (see Methods section for details) of 
two types of cells. 1) CNT-only cells: cells are built with identical geom-
etry but different CNT film compositions and thickness. This highlights 
how film composition affects cell performance (figure 2a). 2) Optimized 
cells: cells are built with the same CNT film thickness and composition, 
but with differences in construction techniques to isolate its role in cell 
efficiency (figure 2b–d).

3.2.1 CNT-ONLY CELLS (FIGURE 1A)

The photocurrent  decreases linearly with increasing cell potential applied 
to the load V (figure 3a). We extract the open-circuit voltage VOC by ex-
trapolating the I–V characteristic to I = 0 and the short-circuit current ISC 
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by extrapolating to V = 0 (table 1). Both ISC and VOC of the enriched mix-
ture cells increase with decreasing CNT coverage of the semiconducting 
active electrode. Similarly, the high-density cell of the regular mixture of 
nanotubes has a lower ISC and VOC than the low-density cell. The power 
transfer curves (figure 3b) show a peak power transfer of Pmax that occurs 
when the impedance of the load reaches Rmax. The low-density enriched as 
well as the low-density regular cells deliver more power to the load than 
their high-density counterparts. This is consistent with both ISC and VOC 
being larger.

TABLE 1: Parameters of CNSCs.

Cell Type R
q

VOC ISC Pmax Rmac ns nm

kq mV nA nW M a.u. a.u.

■ Enriched High 
Density

3.4 43.6 47.0 0.57 0.71 521 58

♦ (black) Enriched Low 
Density

62.7 208.5 243.4 11.50 0.82 121 13

♦ (blue) Regular High 
Density

30.2 9.3 4.4 0.01 5.55 36 18

▲ (ma-
genta)

Regular Low 
Density

50.3 21.4 19.0 0.17 2.45 29 15

▲ (green) Enriched Medium 
Density

46.1 154.1 91.2 5.32 3.01 136 15

3.2.2 OPTIMIZED CELLS (FIGURE 2B–D)

We have studied cells with different construction techniques, using CNT 
electrodes from the same batch. Similar techniques were employed for 
data analysis as above (figure 4, table 2). The power transfer curves (figure 
4b) show a peak power transfer Pmax at R = Rmax. Gold Guard Ring. The 
presence of the gold guard ring increases ISC by a factor ~2.5, while VOC 
remains approximately constant. Rmax is lower by ~3.5 and Pmax is ~2 times 
greater. Graphite Counter Electrode. Both VOC and ISC are greater than the 
normally constructed cell and Pmax is ~12 times greater. Thin Cell. When 
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FIGURE 3: Electrical characteristics of the CNSCs. The extracted parameters are presented 
in table 2. a) I–V characteristics of the cells as indicated. b) Power delivered to the load for 
all cells as described in the legend for a).
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the enriched side is facing the incident solar radiation (“up”), the power is 
slightly larger than when the regular side is facing the incident radiation 
(“down”). Both VOC and ISC are lower by factors of ~5 and ~3, which in 
itself is undesirable. However, optimum power transfer occurs at a much 
lower resistance.

TABLE 2: Optimized CNSCs.

Cell Type VOC ISC Pmax Rmax

mV nA nW M

■ Normal Construction 102.7 93.7 5.59 2.85

∙ Gold Guard Ring 129.5 249.5 10.46 0.81

* Graphite Counter Electrode 438.1 733.2 65.48 0.94

× Thin Semiconducting Side Up 22.0 38.3 0.22 0.47

+ Thin Semiconducting Side Down 20.9 32.0 0.20 0.58

3.3 DISCUSSION

3.3.1 PHOTOCURRENT GENERATION AND CELL VOLTAGE

The linear I–V characteristic phenomenologically indicates the source is 
purely resistive, and maximum power occurs when the load and source 
impedance are equal. A figure of merit for solar cells that describes how 
close its I–V characteristic is to the ideal shape is the fill factor FF which 
is defined as the ratio of Pmax to the maximum power available with the 
corresponding ideal cell, FF ≡Pmax / (VOCISC). It ranges from 0 to 1, where 
1 indicates an ideal cell. Ideal cells can supply a constant voltage indepen-
dent on the load resistance up to the maximum current, when the voltage 
drops quickly to 0. Deviations from the ideal fill factor of 1 are usually 
due to parasitic resistances, such as shunt and series resistances. Shunt 
resistances affect behavior in the I–V characteristic close to ISC, while se-
ries resistances affect performance close to VOC. For our cell, FF ≈ 0.25. 
We argue that nanotube resistances 1–3 (figure 2) are responsible for this. 
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FIGURE 4: Optimization strategies for CNSCs. The extracted parameters are presented 
in table 1. a) I–V characteristics of the cells as indicated. b) Power delivered to the load.
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FIGURE 5:  Scaling analysis of CNSC performance. The CNSCs characteristics are 
determined by the metallic and semiconducting carbon nanotube densities, with symbols 
corresponding to the cells as in the legend for figure 2. a) VOC ∝ nsRq. b) Pmax ∝ (nsRq)2 

/ Rmax. 
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Effectively, it means that the diode in the circuit diagram can be neglected. 
To estimate the number of nanotubes, we use the measured sheet resis-
tance presented in table 1. Our CNT films are in the percolation limit [28], 
[29]. We can therefore use the scaling of sheet resistance with number of 
CNTs to extract the deposited volume of nanotube dispersion V, via

R
q
∝ (V–Vc)

–1.5                                                                             (1)

where VC is the critical volume that determines the onset of conduction 
[28]. The volume can then be used to extract the surface density of me-
tallic nm and semiconducting nanotubes ns. We assume that the metallic 
nanotubes dominate the sheet conductance, since their conductance Gm 
is much greater than semiconducting nanotubes Gs. This assumption 
holds provided the conductance ratio Gm/Gs of metallic to semiconducting 
nanotubes exceeds the semiconducting to metallic abundance ratio ns/nm. 
Single-molecule conductance studies of nanotubes indicate a conductance 
ratio of Gm/Gs ≈ 20, [30], [31] which supports our assumption that metallic 
nanotubes dominate the sheet conductance. We anticipate that for more 
enriched semiconducting films than studied here, a more detailed analy-
sis will be required that takes into account the nanotube-nanotube contact 
resistance as well [32], [33]. The current-generating capacity of our cells 
is proportional to the number of semiconducting nanotubes ns. Combining 
both, the open-circuit condition corresponds to an ideal current source (I ∝ ns) connected to CNT1 (RCNT1 ∝ R

q
) and the voltage developed across it 

will be

VOC ∝ nsRq                               (2)

and our data indeed approximately follows this scaling behavior (figure 
5a). The outliers at low VOC are CNT cells where both photoactive and 
counter electrode are coated with the same composition of carbon nano-
tubes. Both sides of the cell therefore create a photocurrent in opposite 
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directions, but the light attenuation in the electrolyte breaks this symmetry 
and causes a directed current, albeit a smaller one and with a smaller volt-
age. The enriched cells further tilts the balance in favor of the photoactive 
side, leading to a VOC that is closer to that expected from the amount of 
nanotube material deposited on the active side alone.

Our cells have rather large output impedances and cannot maintain 
constant voltage over a larger range of load impedance. The cell output 
resistance can be reduced considerably by changing the aspect ratio of the 
cell, or connecting many cells in parallel. The output voltage can be held 
constant by a voltage-regulation circuit. However, there are many applica-
tions that do not require a low output impedance and would therefore work 
well with CNSCs, e.g. driving an LCD display or an E-Ink screen.

3.3.2 MAXIMUM OPEN CIRCUIT VOLTAGE

The band gap of semiconducting carbon nanotubes is related to the nano-
tube's diameter d through

Eg = 20(acc/d)                                                                                                  (3)

where 0 = 2.45eV is the nearest-neighbour overlap integral and aCC is the 
carbon-carbon distance [30], [34]–[36]. Note that the band gap of semi-
conducting nanotubes does not depend on the chiral angle. The band gap 
for a 1.5 nm nanotube, the average diameter of our nanotube material, 
therefore amounts to ~500meV. The band diagram is drawn in figure 1d. 
The ‘work function’ of the electrolyte is e = 4.85eV [37], while the work 
function for carbon nanotubes is NT =4.5eV [36]. We therefore expect the 
maximum attainable open circuit voltage VOC

max ~200 – 290 mV, where 
the range indicates variations due to the diameter. We observe a maximum 
voltage of ~200mV. This is expected as nanotubes with a slightly smaller 
band gap will ‘short out’ the effect of nanotubes with a slightly larger 
bandgap.
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3.3.3 SOLAR POWER GENERATION

The maximum power delivered to the load is a function of VOC as well 
as the other resistances in the cell. The composite resistance of the cell is 
measured by determining at what value Rmax of RL maximum power trans-
fer occurs. Since we can model our cells as a voltage source with source 
voltage VOC ∝ nsRq, the maximum power available is expected to be Pmax ∝ VOC2/Rmax, or

Pmax ∝ (nsRq)2/Rmax                                                   (4)

and indeed the maximum power appears to follow this behavior approxi-
mately (figure 5b).

In summary, both Pmax and VOC behave according to our model that 
describes the role of fi lm's resistive properties on cell performance.

3.3.4 OPTIMIZED CELL DESIGNS

The gold guard ring causes 1) an increase in ISC, 2) an increase in Pmax, 3) 
a decrease in Rmax, and 4) hardly any change in VOC. We believe this is due 
to a reduction of the resistance of the nanotube film in contact with the sili-
cone insulator (CNT2 and CNT3, figure 2). The pressure of the insulator 
on the nanotube film as well as residual shear force during assembly may 
cause a perturbation of the nanotube film. In addition, the gold lowers the 
resistance of that part of the nanotube film. Both effects combined act to 
lower RCNT2 + RCNT3. As the open-circuit voltage is independent of RCNT2 + 
RCNT3, the open-circuit voltage should be unaffected by this improvement 
in design, and indeed we observe VOC (Normal) ~VOC (Gold Guard Ring). 
The reduction of Rmax is also explained by the reduction of RCNT2 + RCNT3, 
and that, in turn, explains the increase of both ISC and Pmax.

The employment of a graphite counter electrode instead of a carbon-
nanotube counter electrode not only improves ISC, but also VOC. The increase 
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in VOC is due to the use of graphite instead of carbon nanotubes. The in-
crease in ISC is due to the lower sheet resistance of the graphite as com-
pared to a carbon-nanotube fi lm. The magnitude of the improvement is 
similar to that accomplished with the gold guard ring improvement, as the 
maximum power transfer occurs at approximately the same load resistance 
[Rmax (Gold Guard Ring) ~Rmax (Graphite Counter Electrode)]. Graphite is 
preferred over gold, naturally, to reduce cell cost. Both effects combine to 
increase the power output of the cell by a factor of ~12.

The reduction of the distance between active and counter electrode for 
the thin cells can reasonably be expected to lower the resistance of the 
electrolyte. In addition, as these cells were constructed without a silicone 
separator, we observe that the maximum power transfer occurs at a much 
lower resistance. This is due to the absence of the disruptive effect of the 
silicone separator, which role was elucidated by the study of the gold guard 
ring device above. The reduction of the electrolyte chamber thickness also 
has an adverse effect. The electrolyte absorbs less solar radiation than with 
thicker devices. Therefore, both the enriched (photo active) side, as well 
as the regular mixture side create a photo current. However, both sources 
have opposite polarities, causing the effective open-circuit voltage to be 
reduced as we indeed observe.

3.3.5 EFFICIENCY

The average solar flux during testing was 770 W/m2, and the greatest solar 
power generation was attained with the graphite counter electrode and en-
riched medium-density CNT active electrode. The efficiency of that cell was 
1.8 × 10–5. Compared to the all-CNT construction, an improvement of more 
than a factor 10 was attained. If a cell were constructed with the graphite 
counter electrode and the low-concentration CNT enriched active electrode, 
an increase of power by a factor 2 is anticipated. This can be deduced by com-
parison of the medium density enriched cell to the low density enriched cells 
with the regular construction. As the graphite counter electrode lowered the 
output resistance by a factor ~3, the power output may be larger by a factor 3 
as well. Further improvements may be obtained by changing the aspect ratio 
of the solar cell. In the design reported here, we used effectively square films. 
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Changing the cell design by making the cells wider, will lower the resistance 
further. An aspect ratio of 10 can then reduce the film resistance by a factor of 
10, causing a reduction of Rmax, which will improve Pmax. Our thin cell results 
indicate that the largest resistance is due to the nanotube film, we therefore 
believe the efficiency increase with this improvement may be as large as 10-
fold. We believe the greatest efficiency increase may be obtained by using 
CNT source material with a greater fraction of semiconducting nanotubes. 
The films we used had 90% semiconducting nanotubes and 10% metallic 
nanotubes. As we argued above, the semiconducting nanotubes provide the 
photo-generated current, but the metallic nanotubes short the load. If one were 
to use 99% semiconducting films, the amount of nanotubes could be increased 
by a factor 10, while still maintaining the same number of metallic nanotubes. 
As metallic nanotubes are more conductive than semiconducting nanotubes, 
we assume that the number of semiconducting nanotubes can be increased by 
this factor 10 without affecting R

q
. Future generation cells can then reasonably 

be expected to deliver 100 times more power, due to the increase of ns by a fac-
tor 10 (equation 4). However, at a certain abundance factor of semiconducting 
to metallic nanotubes, this argument will not hold any longer. Combining all 
of these improvements may lead to an efficiency of 0.8–5%, where the lower 
bound is a conservative estimate that every improvement will only contribute 
half we argued above. We hope the studies reported here will motivate fur-
ther development of methods to create highly-enriched semiconducting CNT 
source material cost effectively at a large scale.

3.4 MATERIALS AND METHODS

3.4.1 CELL CONSTRUCTION

The enriched CNSCs (figure 1) consist of a transparent glass slide covered 
with an enriched mixture of 90% semiconducting and 10% metallic nano-
tubes (IsoNanotubes-S 90% Powder, Nano Integris Inc.). These nanotubes 
have a diameter of 1.2–1.7 nm and a length of 0.1–4 m. Below this is a 
silicone insulator with a hole filled with electrolyte (iodide-triiodide, So-
laronix). The electrolyte is in contact with both carbon nanotube films and 
acts to reduce the photo-active side as well as close the electrical circuit 
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at the counter electrode. At the bottom is a glass slide covered with a regular 
mixture of 2/3 semiconducting and 1/3 metallic nanotubes that acts as a coun-
ter electrode (Unidym, lot PO-325, formerly Carbon Nanotechnologies Inc.). 
These nanotubes have a diameter of 0.8–1.2 nm and a length of 100–1000 nm. 
Dispersion of carbon nanotubes were made by ultrasonic agitation in 1,2-di-
chloroethane for 1 h for the regular mixture and 4 h for the enriched mixture. 
The dispersion was spray painted with an air brush onto glass substrates in a 
vented cylindrical enclosure. The slides were rotated while spraying to obtain 
uniform coverage. Subsequently, the glass slides were heated on a hot plate to 
evaporate any residual solvent. The resulting film is similar to the well-known 
bucky paper and it has metallic properties [38]–[40]. The final solar cell has 
an exposed surface area of ~4.8 mm2 with a distance of ~2.5 mm between 
the electrodes. The glass slides are 1 mm thick and did not have a conducting 
coating prior to carbon nanotube application.

3.4.2 GOLD GUARD RING (FIGURE 2B)

A mask the size of the opening containing the electrolyte was placed onto 
the glass slide after CNT deposition, followed by Au deposition. This pro-
cedure prevents degration of the metal due to the electrolyte contact.

3.4.3 GRAPHITE CELL (FIGURE 2C)

A cell using graphite (graphenium) as the counter electrode was created. 
The graphite cell counter electrode construction consists of the same steps 
for deposition of semiconducting CNTs. A PDMS (Slygard 184 Silicone 
Elastomer, Dow Corning Corp.) plastic mold with a circular depression 
was created to house pieces of graphite of different heights. A wire is 
placed through the PDMS at the height of the bottom of the depression. 
After graphite deposition the PDMS was filled with electrolyte and the ac-
tive semiconducting electrode was placed on top of the cell.
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3.4.4 THIN CELL (FIGURE 2D)

A cell with a separation of about ~0.65 mm between the active 90% semi-
conducting electrode and a regular CNT counter electrode was created. A 
piece of 1 mm thick glass was locally machined to create a central depres-
sion with a connection to a ramped section. The glass was cleaned and 
masked in the non-machines areas. The glass was sprayed with the 2/3 
semiconducting and 1/3 metallic nanotubes mixture. A second piece of 
glass was masked with the same pattern as the machined glass piece and 
sprayed with 90% semiconducting CNTs. The two nanotube electrodes 
were connected to external electrodes and the cell was filled with elec-
trolyte and sealed with liquid silicone sealant. The liquid silicone was al-
lowed to dry and harden creating a seal. The thin cell has an exposed 
surface area of ~48.9 mm2 with a distance of 0.55–0.75 mm between the 
electrodes.

3.4.5 CNT FILM PREPARATION AND CHARACTERIZATION

The spray-painted CNT slides were imaged with an Atomic Force Micro-
scope (Dual-Scan AFM, Pacific Nanotechnology, USA) to determine the 
coverage (figure 1). In addition, a probe station was used to measure the 
sheet resistance R

q
(/q) of the CNT films, by analyzing the distance de-

pendence of the two-terminal resistance  as a function of probe separation  
L on a semilog scale and performing a least-squares fit to

R = (R
q
/π)log(L/d)

                                                   
(5)

where d is the probe tip diameter. The counter electrodes used in this study 
were all obtained from the same batch in order to ensure uniformity and 
their sheet resistance was R

q
 ≈ 50k /q.
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3.4.6 SOLAR POWER GENERATION MEASUREMENTS

The assembled cells were connected to a load resistor that was varied from 
0 to 10 M through a current amplifier and the voltage V across and cur-
rent I through it are measured as a function of RL (figure 2). The cells were 
pointed straight at the sun and were measured in Northridge, CA (visibil-
ity: 10 miles, Latitude = 34N) at solar noon from Dec 2010 through April 
2011. The sun's altitude  was between 32.5 and 65.7, yielding an air mass 
of AM = 1/sin ≈ 1.7. The average solar flux was 770 W/m2. To minimize 
the effect of variability in solar conditions and cell assembly, devices were 
fabricated with large variations in carbon nanotube concentrations to high-
light its effect on cell performance.

CNTs were created in batch operations, providing the ability to test 
various parameters and the resistances of electrodes used in experiments.
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ENABLING GREATER PENETRATION 
OF SOLAR POWER VIA THE USE 
OF CSP WITH THERMAL ENERGY 
STORAGE

PAUL DENHOLM AND MARK MEHOS

CHAPTER 4

4.1 INTRODUCTION

Falling cost of solar photovoltaic (PV) generated electricity has led to a 
rapid increase in the deployment of PV and projections that PV could play 
a significant role in the future U.S. electric sector. The solar resource itself 
is virtually unlimited compared to any conceivable demand for energy 
(Morton 2006); however, the ultimate contribution from PV could be lim-
ited by several factors in the current grid. One is the limited coincidence 
between the solar resource and normal demand patterns (Denholm and 
Margolis 2007a). A second is the limited flexibility of conventional gener-
ators to reduce output and accommodate this variable generation resource. 
At high penetration of solar generation, increased grid flexibility will be 
needed to fully utilize the variable and uncertain output from PV genera-
tion and shift energy production to periods of high demand or reduced so-
lar output (Denholm and Margolis 2007b).
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Energy storage provides an option to increase grid fl exibility and there 
are many storage options available or under development. In this work we 
consider a technology now beginning to be deployed at scale—thermal 
energy storage (TES) deployed with concentrating solar power (CSP). PV 
and CSP are both deployable in areas of high direct normal irradiance such 
as the U.S. Southwest. From a policy standpoint, a simplistic approach 
to choosing a generation technology might be based simply on picking 
the option with the lowest overall levelized cost of electricity (LCOE). 
However, deployment based simply on lowest LCOE ignores the relative 
benefi ts of each technology to the grid, how their value to the grid changes 
as a function of penetration, and how they may actually work together to 
increase overall usefulness of the solar resource.

Both PV and CSP use solar energy to generate electricity, although 
through different conversion processes. A key difference between CSP and 
PV technologies is the ability of CSP to utilize high-effi ciency thermal 
energy storage (TES) which turns CSP into a partially dispatchable re-
source. The addition of TES produces additional value by shifting solar 
energy to periods of peak demand, providing fi rm capacity and ancillary 
services, and reducing integration challenges. Given the dispatchability of 
CSP enabled by thermal energy storage, it is possible that PV and CSP are 
at least partially complementary. The dispatchability of CSP with TES can 
enable higher overall penetration of solar energy in two ways. The fi rst is 
providing solar-generated electricity during periods of cloudy weather or 
at night. However a potentially important, and less well analyzed benefi t 
of CSP is its ability to provide grid fl exibility, enabling greater penetra-
tion of PV (and other variable generation sources such as wind) than if 
deployed without CSP.

In this work we examine the degree to which CSP may be comple-
mentary to PV via its use of thermal energy storage. We fi rst review the 
challenges of PV deployment at scale with a focus on the supply/demand 
coincidence and limits of grid fl exibility. We then perform a series of grid 
simulations to indicate the general potential of CSP with TES to enable 
greater use of solar generation, including additional PV. Finally, we use 
these reduced form simulations to identify the data and modeling needed 
for more comprehensive analysis of the potential of CSP with TES to pro-



Enabling Greater Penetration of Solar Power via the Use of CSP 101

vide additional fl exibility to the grid as a whole and benefi t all variable 
generation sources.

4.2 CHALLENGES OF SOLAR DEPLOYMENT 
AT HIGH PENETRATION

The benefits and challenges of large scale PV penetration have been de-
scribed in a number of analyses (Brinkman et al 2011). At low penetration, 
PV typically displaces the highest cost generation sources (Denholm et al. 
2009) and may also provide high levels of reliable capacity to the system 
(Perez et al 2008). Figure 1 provides a simulated system dispatch for a 
single summer day in California with PV penetration levels from 0% to 
10% (on an annual basis). This figure is from a previous analysis that used 

FIGURE 1: Simulated dispatch in California for a summer day with PV penetration from 
0%–10% Note: Figure is modified from Denholm et al. (2008).
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a production cost model simulating the western United States (Denholm et 
al. 2008). It illustrates how PV displaces the highest cost generation, and 
reduces the need for peaking capacity due to its coincidence with demand 
patterns.

At fairly low penetration (on an energy basis) the value of PV capac-
ity drops. This can be observed in Figure 1 where the peak net load (nor-
mal load minus PV) stays the same between the 6% and 10% penetra-
tion curves. The net load in this fi gure is the curve at the top of the “Gas 
Turbine” area. Beyond this point PV no longer adds signifi cant amounts 
of fi rm capacity to the system. Several additional challenges for the eco-
nomic deployment of solar PV also occur as penetration increases. These 
are illustrated in Figure 2, which shows the results of the same simula-
tion, except on a spring day. During this day, the lower demand results in 
PV displacing lower cost baseload energy. At 10% PV penetration in this 
simulation, PV completely eliminates net imports, and California actually 
exports energy to neighboring states.

FIGURE 2: Simulated dispatch in California for a spring day with PV penetration from 
0%–10% Note: Figure is modified from Denholm et al. (2008).
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Several factors limit the ability of conventional generators to reduce 
output to accommodate renewable generation. These include the rate at 
which generators can change output, particularly in the evening when gen-
erators must increase output rapidly in a high PV scenario. This challenge 
is illustrated in Figure 3, a ramp duration curve for California covering 
an entire simulated year. This is the net load ramp rate (MW/hour) for all 
8,760 hours in the simulated year ordered from high to low. In the no PV 
case, the maximum load ramp rate is about 5,000 MW/hour and a ramp 
rate of greater than 4,000 MW/hour occurs less than 100 hours in the simu-
lated year. In the 2% PV case, the hourly ramps are actually smaller since 
PV effectively removes the peak demand (as seen in Figure 1). However 
at higher penetration, the ramp rates increase substantially, and in the 10% 
PV case the net load increases at more than 4,000 MW/hour more than 500 
hours per year.

Another limitation is the overall ramp range, or generator turn-down 
ratio. This represents the ability of power plants to reduce output, which 

FIGURE 3: Ramp duration curve in California with PV penetration from 0% to 10%. Note: 
Figure is derived from Denholm et al. (2008).
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is typically limited on large coal and nuclear units. Accommodating all 
of the solar generation as shown in Figure 2 requires nuclear generators 
to vary output which is not current practice in the U.S. nuclear industry. 
Most large thermal power plants cannot be turned off for short periods of 
time (a few hours or less), and brief shutdowns could be required to ac-
commodate all energy generated during the period of peak solar output. 
The actual minimum load of individual generators is both a technical and 
economic issue—there are technical limits to how much power plants of 
all types can be turned down. Large coal plants are often restricted to op-
erating in the range of 50%–100% of full capacity, but there is signifi cant 
uncertainty about this limit (GE Energy 2010). Many plant operators have 
limited experience with cycling large coal plants, and extensive cycling 
could signifi cantly increase maintenance requirements.

The ability to “de-commit” or turn off power plants may also be lim-
ited by the need to provide operating reserves from partially loaded power 
plants. As the amount of PV on the system increases, the need for operat-
ing reserves also increases due to the uncertainty of the solar resource, as 
well as its variability over multiple time scales. 

Previous analysis has demonstrated the economic limits of PV penetra-
tion due to generator turn-down limits and supply/demand coincidence 
(Denholm and Margolis 2007a, Nikolakakis and Fthenakis 2011). Because 
of these factors, at high penetration of solar, increasing amounts of solar 
may need to be curtailed when its supply exceeds demand, after subtract-
ing the amount of generation met by plants unable to economically reduce 
output due to ramp rate or range constraints or while providing operating 
reserves. Generator constraints would likely prevent the use of all PV gen-
eration in Figure 2. Nuclear plant operators would be unlikely to reduce 
output for this short period. Furthermore, PV generation may be offsetting 
other low or zero carbon sources. In Figure 2, PV sometimes displaces 
wind and geothermal generation, which provides no real benefi t in terms 
of avoided fuel use or emissions.

While the penetration of solar energy is currently far too small to see 
signifi cant impacts, curtailment of wind energy is an increasing concern 
in the United States (Wiser and Bolinger 2010). While a majority of wind 
curtailments in the United States are due to transmission limitations (Fink 
et al 2009), curtailments due to excess generation during times of low 
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net load are a signifi cant factor that will increase if grid fl exibility is not 
enhanced. The resulting curtailed energy can substantially increase the 
levelized cost of energy (LCOE) from variable generators, because their 
capital costs must be recovered over fewer units of energy actually sold 
to the grid.

The ability of the aggregated set of generators to rapidly change output 
at a high rate and over a large range can be described as a grid’s overall 
fl exibility. Flexibility depends on many factors, including:

• Generator mix:Hydro and gas-fired generators are generally more flexible 
than coal or nuclear.

• Grid size: Larger grids are typically more flexible because they share a 
larger mix of generators and can share operating reserves and a potentially 
more spatially diverse set of renewable resources.

• Use of forecasting in unit commitment: Accurate forecasts of the wind and 
solar resources and load reduces the need for operating reserves.

• Market structure: Some grids allow more rapid exchange of energy and can 
more efficiently balance supply from variable generators and demand.

• Other sources of grid flexibility: Some locations have access to demand 
response, which can provide an alternative to partially-loaded thermal gen-
erators for provision of operating reserves. Other locations may have stor-
age assets such as pumped hydro.

A comprehensive analysis of each fl exibility option is needed to evalu-
ate the cost-optimal approach of enhancing the use of variable generation. 
In this analysis, we consider the use of thermal energy storage. Previous 
analysis has demonstrated the ability of a wind and solar-based system 
to meet a large fraction of system demand when using electricity storage 
(Denholm and Hand 2011). A number of storage technologies are current-
ly available or under development, but face a number of barriers to de-
ployment including high capital costs effi ciency related losses, and certain 
market and regulatory challenges. A number of initiatives are focused on 
reducing these barriers. 

An alternative to storing solar generated electricity is storing solar 
thermal energy via CSP/TES. Because TES can only store energy from 
thermal generators such as CSP, it cannot be directly compared to other 
electricity storage options, which can charge from any source. However, 
TES provides some potential advantages for bulk energy storage. First, 
TES offers a signifi cant effi ciency advantage, with an estimated round trip 
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effi ciency in excess of 95% (Medrano et al. 2010). TES has the potential 
for low cost, with one estimate for the cost associated with TES added to 
a CSP power tower design at about $72/kWh-e (after considering the ther-
mal effi ciency of the power block).

4.3 SYSTEM MODEL

The purpose of this analysis is to explore the potential of CSP to provide 
grid flexibility and enable increased solar penetration in the Southwestern 
United States. To perform this preliminary assessment, we use the RE-
Flex model, which is a reduced form dispatch model designed to examine 
the general relationship between grid flexibility, variable solar and wind 
generation, and curtailment (Denholm and Hand 2011). REFlex compares 
hourly load and renewable resources and calculates the amount of curtail-
ment based on the system’s flexibility, defined as the ability for generators 
to decrease output and accommodate variable generator sources such as 
solar and wind.

California is a likely candidate for large-scale deployment of both PV 
and CSP, and has strong solar incentive programs and a renewable port-
folio standard. However, modeling California in isolation ignores the fact 
that California has strong transmission ties to neighboring states, includ-
ing Arizona and southern Nevada, which have signifi cant potential for so-
lar energy. Currently, power exchanges between neighboring areas in the 
western United States are accomplished through bilateral contracts, and 
typically do not occur in real time. This analysis assumes the eventual 
availability of real-time power and energy exchanges across California, 
Arizona, New Mexico and Southern Nevada to allow sharing of solar re-
sources. It also assumes that transmission is accessible to all generation 
sources on a short-term, non-fi rm basis. This “limiting case” allows for 
examination of the best technical case for solar deployment without mar-
ket barriers or transmission constraints.

We began our simulations by evaluating the limits of PV, given fl ex-
ibility limits of the existing grid. The simulations use solar, wind and load 
data for the years 2005 and 2006. Load data was derived from FERC Form 
714 fi lings. For hourly PV production, we used the System Advisor Model 
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(SAM), which converts solar insolation and temperature data into hourly 
PV output (Gilman et al. 2008). Weather data for 2005 and 2006, was 
obtained from the updated National Solar Radiation Database (NSRDB) 
(Wilcox and Marion 2008). We assume that PV will be distributed in a mix 
of rooftop and central systems (both fi xed and 1-axis tracking). Additional 
description of this mix, including geographical distribution is provided in 
Brinkman et al. (2011).

Because California has signifi cant wind capacity installed and plans 
for more, we also consider the interaction between solar and wind gen-
eration. Simulated wind data for 2005 and 2006 for California/Southwest 
sites was derived from the datasets generated for the Western Wind and 
Solar Integration Study (WWSIS) (GE Energy 2010). We started with a 
base assumption that wind provides 10% of the region’s energy based 
on the “In-Area –10% Wind” scenario from the WWSIS. These data sets 
were processed through the REFlex model to establish base relationships 
between grid penetration of PV, curtailment, and grid fl exibility. The over-
all system fl exibility was evaluated parametrically, starting with a base as-
sumption that the system is able to accommodate PV over a cycling range 
of 80% of the annual demand range. This corresponds to a “fl exibility 
factor” of 80%, meaning the aggregated generator fl eet can reduce output 
to 20% of the annual peak demand (Denholm and Hand 2011). This value 
is based on the WWSIS study and corresponds roughly to the point where 
all on-line thermal units have reduced output to their minimum generation 
levels and nuclear units would require cycling. The actual fl exibility of the 
U.S. power system is not well defi ned, and this value is not intended to be 
defi nitive, but is used to represent the challenges of solar and wind integra-
tion and the possible fl exibility benefi ts of CSP/TES.

Figure 4 illustrates the framework for this analysis, showing the simu-
lated dispatch over a 4-day period (April 7-10). It demonstrates a case where 
10% of the annual demand is met by wind and 20% is met by solar. The 
fi gure shows both the simulated solar profi le and its contribution to meeting 
load. Because of relatively low load during this period, PV generation ex-
ceeds what can be accommodated using the assumed grid fl exibility limits. 
This typically occurs in the late morning, before the demand increases to its 
maximum in the afternoon. In these four days about 16% of all PV genera-
tion is curtailed and about 5% of the annual PV generation is curtailed.
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Figure 5 illustrates the average and marginal PV curtailment rates as a 
function of PV energy penetration for this initial scenario. It should be noted 
that the x-axis shows penetration of only solar PV. Because wind provides 
10%, the total penetration of variable generation is 10% plus the penetration 
of solar. The average curve shows the total curtailment of all PV at a certain 
generation level. At the overall assumed system fl exibility level, by the time 
PV is providing 22% of total demand, about 6% of all potential PV genera-
tion is curtailed.

The actual allocation of curtailment strongly infl uences the economics 
of PV and other variable generation. Figure 4 also shows the marginal cur-
tailment rate, or the curtailment rate of the incremental unit of PV installed 
to meet a given level of PV penetration. If curtailment were assigned on 
an incremental basis at the point where PV is providing 22% of total de-
mand, only about 50% of this additional PV would be usable, with the rest 
curtailed.

In this analysis we “assign” all incremental curtailment to solar, par-
tially based on the federal production tax credit which incentivizes wind 

FIGURE 4: Simulated system dispatch on April 7-10 with 20% contribution from PV 
generation and resulting curtailment due to grid flexibility constraints
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generation, while the primary federal incentive for solar is an investment 
tax credit that incentivizes installations but not generation. [15]

Curtailment of solar may also occur if wind is installed “fi rst” and a 
“last in, fi rst curtailed” rule applies. The actual allocation of curtailment is, 
and is likely to continue to be, a contentious issue. Regardless of alloca-
tions rules, increased grid fl exibility will be needed to minimize curtail-
ment if solar is expected to play a “primary” role in reducing fossil-fuel 
use in the electric sector.

The estimation of the marginal curtailment rate is important because it 
helps establish the optimal mix of generators serving various portions of 
the load. This can be observed in Figure 6, which translates curtailment 
into a cost of energy multiplier. This multiplier—equal to 1/(1-curtailment 
rate)—can be applied to the “base” LCOE of electricity generation (no 
curtailment). This represents how much more would need to be charged 

FIGURE 5: Marginal curtailment rates of PV in a base scenario in the southwestern United 
States assuming an 80% system flexibility
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for electricity based on the impact of curtailment and the corresponding 
reduction in electricity actually provided to the grid.

Both the average and marginal multipliers are shown in Figure 6. The 
average multiplier is applied to all PV generators. The marginal multiplier 
is applied to the incremental generator, and is more important when de-
termining the role of storage or other load-shifting technologies. For ex-
ample, at the point where PV is providing 25% of the system’s energy, the 
curtailment of all PV (average curtailment) is about 17% and the resulting 
cost multiplier is 1.2. If the base cost of PV is $0.06/kWh, the overall, 
system-wide cost of PV would be $0.06 x 1.2 or $0.072/kWh. This overall 
cost may be acceptable, but the costs are greater at the margin. For exam-
ple, the last unit of PV installed to reach the 25% threshold has a curtail-
ment rate of about 68% and a cost multiplier of 3.1. At a $0.06/kWh base 
price, this incremental unit of PV generation would have an effective cost 

FIGURE 6: Impact of curtailment on PV LCOE multiplier in a base scenario in the 
southwestern United States assuming an 80% system flexibility
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of more than $0.18 per kWh. This would likely result in examining options 
to both increase grid fl exibility (to accommodate more PV with lower cur-
tailment rates) and improve the solar supply/demand coincidence.

4.4 INCREASING SOLAR DEPLOYMENT USING CSP

While there are many options to increase grid flexibility, in this work we 
focus on the potential use of CSP with TES. Thermal storage extends the 
contribution of solar electricity generation by shifting generation to im-
prove its coincidence with normal demand, and by improving system flex-
ibility. The latter is accomplished by reducing constraints of ramping and 
minimum generation levels.

CSP was added to REFlex using hourly generation values produced by 
SAM. SAM uses the direct normal irradiance (DNI) to calculate the hourly 
electrical output of a wet-cooled trough plant (Wagner and Gilman 2011). 
The choice of technology was based primarily on data availability at the 
time of analysis as opposed to any presumption regarding CSP technology 
or economics. The results should be applicable to any CSP technology 
able to deploy multiple hours of thermal energy storage. For our base case, 
we assume 8 hours of storage and that the electrical energy produced by 
the plant can be dispatched with an effective 95% effi ciency. In this initial 
analysis we did not consider the effects of part loading or multiple starts 
on plant effi ciency. Distribution of locations was based on the study de-
scribed by Brinkman et al. (2011).

Figure 7 illustrates the importance of dispatchability at high solar pen-
etration. This scenario is identical to Figure 4, except PV provides 15% 
of annual demand and CSP meets 10% (so the contribution of solar tech-
nologies in total is greater in the PV/CSP case in Figure 7). The fi gure 
shows two CSP profi les. This fi rst “non-dispatched CSP” is the output of 
CSP if it did not have thermal storage. It aligns with PV production, and 
would result in signifi cant solar curtailment. The other curve is the actual 
dispatched CSP, showing its response to the net demand pattern after wind 
and PV generation is considered. It shows how a large fraction of the CSP 
energy is shifted toward the end of the day. In the fi rst day, this ability to 
shift energy eliminates curtailment. On the other days, the wind and PV 
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resources exceed the “usable” demand for energy in the early part of the 
day, resulting in curtailed energy even while the CSP plant is storing 100% 
of thermal energy. However, overall curtailment is greatly reduced. Solar 
technologies provide an additional 5% of the system’s annual energy com-
pared to the case in Figure 4, but the actual annual curtailment has been 
reduced to less than 2%, including the losses in thermal storage.

Figure 8 shows how the addition of CSP/TES can increase the overall 
penetration of solar by moving energy from periods of low net demand in 
the middle of the day to morning or evening. In this fi gure there is an equal 
mix of CSP and PV on an energy basis and the PV-only curves are identi-
cal to those in Figure 5.

Figure 8 demonstrates the importance of dispatchability to reduce cur-
tailment and increase the overall penetration of solar via the ability to shift 
solar energy over time. However, the analysis to this point assumes that 
CSP and PV are complementary only in their ability to serve different 
parts of the demand pattern. We have not yet considered the additional 
benefi ts of CSP to provide system fl exibility by replacing baseload genera-
tors and generators online to provide operating reserves.

The importance of system fl exibility can be observed in Figure 4, where 
conventional generators must ramp up rapidly to address the decreased 
output of PV during peak demand periods. In order to meet this ramp rate 
and range (along with suffi cient operating reserves) a signifi cant number 
of thermal generators will likely need to be operating a part-load, creating 
a minimum generation constraint during periods of solar high output. This 
is represented by the fl at line occurring in the middle of each day when the 
aggregated generator fl eet is at their minimum generation point. Compar-
ing the CSP/PV case in Figure 7 to the PV only case in Figure 4, we see 
that the CSP is dispatched to meet the peak demand in the late afternoon/
early evening, and the overall ramp rate and range is substantially reduced. 
In Figure 4 conventional generators need to ramp from about 18 GW to 
over 45 GW in just a few hours, while in Figure 7 the generators need to 
ramp from 18 GW to less than 30 GW.

Adding a highly fl exible generator such as CSP/TES can potentially 
reduce the minimum generation constraint in the system. In the near term, 
this means that fewer conventional generators will be needed to operate at 
part load during periods of high solar output. In the longer term, the ability 
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FIGURE 7: Simulated system dispatch on April 7-10 with 15% contribution from PV and 
10% from dispatchable CSP

FIGURE 8: Curtailment of solar assuming an equal mix (on an energy basis) of PV and CSP
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of CSP to provide fi rm system capacity could replace retiring infl exible 
baseload generators.

CSP plants with TES add system fl exibility because of their large ramp 
rate and range relative to large baseload generators. Many CSP plants, 
both existing and proposed, are essentially small steam (Rankine-cycle) 
plants whose “fuel” is concentrated solar energy. Few of these plants are 
deployed, so it is not possible to determine their performance with abso-
lute certainty. However, historical performance of the SEGS VI power 
plant provides some indication of CSP fl exibility. Figure 9 provides a heat 
rate curve based on an hourly simulation model to assess the performance 
of parabolic trough systems, and validated by comparing the modeled out-
put results with actual plant operating data (Price 2003). It indicates a 
typical operating range over 75% of capacity, with only a 5% increase in 
heat rate at 50% load. Figure 9 also provides historical data from small 
gas-fi red steam plants which also indicates high ramp rate and range and 
fairly small decrease in effi ciency at part load (about a 6% increase in heat 

FIGURE 9: Part load heat rate of a CSP parabolic trough Rankine cycle power block and 
historic performance of small gas steam plants
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rate at 50% load). These plants also often operate as low as 25% of capac-
ity, although with lower effi ciency. This provides a strong indication that 
CSP plants should be able to provide high fl exibility. 

The change in minimum generation constraints is dependent on both 
the fl exibility of CSP plants and the fl exibility of generators supple-
mented or replaced with CSP. As discussed previously, nuclear plants are 
rarely cycled in the United States, while coal plants are typically oper-
ated in the range of 50%-100%. Because it is not possible to determine 
the exact mix of generators that would be replaced in high renewables 
scenarios, we consider a range of possible changes in the minimum 
generation constraints resulting from CSP deployment. For example, 
deployment of a CSP plant which can operate over 75% of its capaci-
ty range could allow the de-commitment of a coal plant which normal 
operates over 50% of its range. In this scenario each unit of CSP could 
reduce the minimum generation constraint by 25% of the plant’s capac-
ity. This very simplistic assumption illustrates how the dispatchability 
of a CSP plant should allow for a lower minimum generation constraint. 

FIGURE 10: Simulated system dispatch on April 10-13 with 25% contribution from PV 
and 10% from dispatchable CSP where CSP reduces the minimum generation constraint
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Reducing this constraint should allow for greater use of wind and PV. As 
a result, as CSP is added, the system can actually accommodate more PV 
than in a system without CSP.

This is illustrated conceptually in Figure 10, which shows the same 
4-day period as in Figures 4 and 7. CSP still provides 10% of the system’s 
annual energy, but now we assume that the use of CSP allows for a de-
creased minimum generation point, and the decrease is equal to 25% of 
the installed CSP capacity. In this case about 21 GW of CSP reduces the 
minimum generation point from about 18 GW to 13 GW. This generation 
“headroom” allows for greater use of PV, and enough PV has been added 
to meet 25% of demand (up from 15% in Figure 7). As a result, the total 
solar contribution is now 35% of demand, signifi cantly greater than the 
PV-only case shown in Figure 4, and total curtailment is less than the 6% 
rate seen in Figure 4. By shifting energy over time and increasing grid 

FIGURE 11: Curtailment of solar assuming an equal mix (on an energy basis) of PV and 
CSP and impact of CSP grid flexibility
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fl exibility, CSP enables greater overall solar penetration AND greater pen-
etration of PV.

Figures 11 and 12 show the potential overall impact of the fl exibility 
introduced by CSP and the corresponding opportunities for increased use 
of PV. Figure 11 builds on Figure 8 by adding the fl exibility benefi ts of 
CSP. The fi gure assumes that each unit of CSP reduces the minimum gen-
eration constraint by 25% of its capacity, and an equal mix of PV and CSP 
on an energy basis. In this case, the addition of CSP allows PV to provide 
25% of the system’s energy with very low levels of curtailment.

Figure 12 more directly illustrates the relationship between the reduc-
tion in minimum generation constraint and potential increase in PV pen-
etration. The fi gure shows how much more PV could be incorporated at 

FIGURE 12: Increase in PV penetration as a function of CSP penetration assuming a 
maximum PV marginal curtailment rate of 20%. CSP flexibility is defined as the fraction 
of the CSP rated capacity that is assumed to reduce the system minimum generation 
constraint.
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a constant marginal curtailment rate of 20% when CSP is added. In this 
scenario, the x-axis represents the fraction of annual system energy pro-
vided by CSP. Increased penetration of CSP results in a linear decrease in 
minimum generation constraints. The fi gure illustrates two CSP fl exibility 
cases. In one, each unit of CSP reduces the minimum generation constraint 
by 20% of its capacity; in the other, the rate of reduction is 40%. These 
amounts are not meant to be defi nitive, but represent a possible impact of 
CSP in reducing minimum generation constraints.

Overall, this analysis suggests that CSP can signifi cantly increase grid 
fl exibility by providing fi rm system capacity with a high ramp rate and 
range and acceptable part-load operation. Greater grid fl exibility could in-
crease the contribution of renewable resources like solar and wind. This 
demonstrates that CSP can actually be complementary to PV, not only 
by adding solar generation during periods of low sun, but by actually en-
abling more PV generation during the day. This analysis also suggests a 
pathway to more defi nitively assess the ability of CSP to act as an “en-
abling” technology for wind and solar generation.

4.5 FURTHER QUANTIFYING THE BENEFITS OF CSP 
DEPLOYMENT

This analysis is a preliminary assessment of the potential benefits of CSP 
in providing grid flexibility using reduced form simulations with limited 
geographical scope and many simplifying assumptions. Gaining a more 
thorough understanding of how CSP can enable greater PV and wind 
penetration will require detailed production simulations using security-
constrained unit commitment and economic dispatch models currently 
used by utilities and system operators. These simulations should consider 
the operation of the entire power plant fleet including individual genera-
tor characteristics and constraints, and the operation of the transmission 
system. The geographical footprint should cover the entire Western inter-
connect including possible transmission expansion to take advantage of 
greater spatial diversity of the wind and solar resources as well conven-
tional generators.
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To date, production simulations have not considered CSP operations in 
detail. Both the WWSIS and the fi rst phase of the California 33% Renew-
able Portfolio Standard integration studies (CAISO 2011) included CSP, 
but assumed fi xed schedules for CSP dispatch. This assumption limits 
CSP’s ability to shift generation to when needed most and to provide grid 
fl exibility to enable PV and wind. Future and ongoing studies, including 
the second phase of both the California study and the WWSIS will evalu-
ate the benefi ts of TES in more detail. To perform these simulations, pro-
duction cost models will need to include the ability of CSP to optimally 
dispatch the solar energy resource, and not rely on heuristics or schedules 
often used to estimate the operation of conventional storage plants such as 
pumped hydro. However, the ability to optimize CSP, including schedul-
ing both its energy and ability to provide operating reserves, is limited by 
lack of certain data sets needed for a more detailed simulation. A greater 
understanding of the predictability and variability of the solar resource, 
including the sub-hourly variation and the effects of spatial diversity in 
mitigating variability, is needed. This data will also be needed to deter-
mine any required increase in operating reserves over various time scales 
as a function of solar penetration. In addition, more data is needed on the 
actual characteristics of CSP plants—those now being deployed and under 
development—including ramp rates, turn-down ratio, part-load effi ciency, 
and start times under various conditions.

4.6 CONCLUSIONS

While it will be some time until solar technologies achieve very high pen-
etrations in the U.S. grid, international experience in wind deployment 
demonstrates the importance of increasing overall grid flexibility. Key 
factors in improving grid flexibility include increasing the ramp range and 
rate of all generation sources and the ability to better match the supply of 
renewable resources with demand via increased spatial diversity, shiftable 
load, or energy storage. The use of thermal energy storage in concentrating 
solar power plants provides one option for increased grid flexibility in two 
primary ways. First, TES allows shifting of the solar resource to periods of 
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reduced solar output with relatively high efficiency. Second is the inherent 
flexibility of CSP/TES plants, which offer higher ramp rates and ranges 
than large thermal plants currently used to meet a large fraction of elec-
tric demand. Given the high capacity value of CSP/TES, this technology 
could potentially replace a fraction of the conventional generator fleet and 
provide a more flexible generation mix. This could result in greater use of 
non-dispatchable solar PV and wind meaning CSP and PV may actually be 
complementary technologies, especially at higher penetrations.

The preliminary analysis performed in this work requires advanced 
grid simulations to verify the actual ability of CSP to act as an enabling 
technology for other variable generation sources. Complete production 
simulations using utility-grade software, considering the realistic perfor-
mance of the generation fl eet, transmission constraints, and actual CSP op-
eration will be an important next step in evaluating the benefi ts of multiple 
solar generation technologies.
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CHAPTER 5

FEASIBILITY OF GRID-CONNECTED 
SOLAR PV ENERGY SYSTEM: A CASE 
STUDY IN NIGERIA

MUYIWA S. ADARAMOLA

5.1 INTRODUCTION

Availability and utilization of energy is essential for social and economic 
development of a society and it is an essential resource required to improve 
human standard of living and quality of life. In Nigeria, access to reliable 
and stable supply of electricity is a major challenge for both the urban and 
rural dwellers. However, this problem is more significant in the rural areas 
and communities where only about 10% of the population have to access 
to electricity [1]. Even in the urban areas where grid-connected electricity 
is available, access to electricity is still a big challenge due to low and in-
adequate generation and distribution capacity. At the time of preparing this 
article, the peak electricity generation capacity in Nigeria is 3119.4 MW; 
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which is about 24.4% of the peak electricity demand forecast of 12,800 
MW for the same period [2]. This situation can be improved upon by us-
ing renewable energy resources, especially solar energy, to supplement the 
grid electricity supply in Nigeria. However, due to intermittent nature of 
these resources, they may not be suitable and reliable as stand-alone en-
ergy systems. Therefore, integration of both renewable energy conversion 
systems with storage facility could be a reliable energy system option in 
many locations in Nigeria.

In remote areas with no grid access, battery bank can be used as the 
storage facility. The negative effect of this is that additional cost of battery 
could signifi cantly increase the unit cost of the electricity produced [3]. 
But, in areas with grid system, energy storage facility can be removed, 
and instead, the grid system can be used as ‘storage’ system. In this ar-
rangement, when the renewable energy conversion system (RECS) pro-
duce more energy than needed, the surplus energy is fed into the grid and, 
energy is taken from the grid when the RECS system produces less energy 
than needed. As outlined by Mondal and Islam [4], some of the other ad-
vantages of PV-grid tied energy system includes: it can reduce energy and 
capacity losses in the utility distribution network, and it also can avoid 
or delay upgrades to the transmission and distribution network where the 
average daily output of the PV system corresponds with the utility’s peak 
demand period. This arrangement is a good option for a PV-grid energy 
system in a tropical region like Nigeria, due to high availability of solar 
radiation in the country (see Section 2 below).

Feasibility, reliability and economic analyses conducted in a number 
of studies showed that hybrid power systems either as standalone or grid-
tied system, are more reliable and cheaper than single source energy sys-
tems [see e.g., [5] and [6] and could produces less greenhouse gases when 
compare with fossil-fuel resources based energy systems [see e.g., [5], [6] 
and [7]. The objective of this work is to investigate the techno-economic 
viability of solar PV-grid connected energy system in a location north-east 
Nigeria. This energy system may not only improve access to reliable sup-
ply of electricity, but can also reduce dependency on diesel generator sys-
tems (which are commonly used to supplement grid supplied electricity 
in semi-urban and urban areas across the country), and thereby reducing 
the associated noise pollution and emissions from these diesel generators. 
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The energy system software, HOMER (Hybrid Optimization Model for 
Electric Renewable) is used to model the energy system and access its 
technical and economic performance.

5.5.2 SELECTED SITE AND SOLAR ENERGY RESOURCE

Nigeria is located in western Africa on the Gulf of Guinea and has a total 
area of 923,768 km2 and lies between latitudes 4° and 14°N, and longi-
tudes 2° and 15°E. The solar radiation distribution in Nigeria is shown in 
Fig. 1. Three distinct different solar radiation zones can be identified and 
they are labeled as I, II and III with each zone having different range of 
solar radiation. The solar radiation in each zone can roughly be group as: 

FIGURE 1: Solar radiation map of Nigeria [8] and [9].
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zone I: 5.7–6.5 kW/m2/day with sunshine hours of about 6 per day, zone 
II: 5.0–5.7 kW/m2/day with sunshine hours of about 5.5 per day and, zone 
III: 3.5–5 kW/m2/day with sunshine hours of about 5 per day.

For this study, a site (Jos, in Plateau state) located in the zone I is select-
ed. This site is located on latitude 9°52′N and longitude 8°54′E and at an 
elevation of about 1238 m above sea level. The performance of a solar PV-
grid-connected system is strongly dependent on the solar radiation which 
is site-specifi c and for a given site, its values vary frequently. Based on the 
data obtained from NASA Surface meteorology and solar energy website 
(NASA), the monthly averaged daily global solar radiation data for Jos is 
shown in Fig. 2. As expected, monthly variation in global solar radiation is 
observed and hence, the monthly energy output from solar PV would vary 
from one month to another. The monthly clearness index, which is defi ned 
as the fraction of solar radiation at the top of the atmosphere that reaches 
a particular location on the earth surface varied between 0.48 in the month 
of August (rainy season) and 0.70 in the month of December (dry season) 

FIGURE 2: Monthly daily averaged global solar radiation and clearness index for Jos.



with an annual average of 0.61. The prevailing weather condition in Jos 
can generally be considered as partly overcast weather (but close to clear 
weather condition around November and December).

5.3 ELECTRICAL LOAD AND ENERGY SYSTEM COMPONENTS

The daily electrical load used in this study is taken from the work of Og-
bonna et al. [10]. They reported in detail the domestic energy consump-
tion patterns in Jos, northern Nigeria. From a typical daily electricity con-
sumption profile for this location (see Fig. 3), two prominent peak demand 
periods can be observed in daily electricity load profile from this figure 
and they occur in the morning, between 06.00 and 09.00 and; late in the 
evening, between 19.00 and 21.00. These electrical load peaks are due to 
usual morning activities (e.g., cooking of breakfast, lighting), and cooking 
of supper, lighting, TV, reading (in the evening/night).

FIGURE 3: Typical daily electricity consumption in Jos Nigeria [5] and [10].
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They also noted that there is an insignifi cant difference between the 
daily electricity demand patterns for weekdays and weekends and the dai-
ly average demand is reported to be about 1 kW h. However, the simula-
tion analysis carried out in this study is based on assumed electrical load of 
750 kW h/day for an area with reliable electricity grid access. At an aver-
age consumption rate of 2.5 kW h per day, 300 households will be benefi t 
from this installation. For this load profi le, hourly and daily variations are 
taken as 15% and 25% respectively.

The proposed energy system comprises of solar energy conversion sys-
tem (PV) and national electricity grid system. The schematic diagram of 
the solar PV and grid-connected system is shown in Fig. 4. Detailed de-
scriptions of each component with the required input data are presented in 
the following sections.

5.3.1 GRID SYSTEM

The grid purchase capacity and sales are taken as 100 kW and 60 kW, re-
spectively and interconnection charge is assumed to be $500. In this study, 

FIGURE 4: The schematic diagram of the solar PV and grid-connected system.



it was assumed that the consumers will buy certain amount of electricity 
from the grid at a price specified by the distribution company. The excess 
electricity generated will be sold back to the grid at 75% of grid price. In Ni-
geria, the cost of electricity is fixed and regulated by the Nigerian Electricity 
Regulatory Commission (NERC). The monthly electricity bill is made-up of 
fixed charge and energy consumed charge. Both of these charges vary across 
the country. The current monthly (2014) energy charge and fixed charge by 
distribution company in Jos area for residential users (R2) are N14.32/kW 
h and N1163, respectively and for residential users (R3), energy charge and 
fixed charge are N25.80/kW h and N43625, respectively [5]. The R2 and R3 
users generally consumed more than 50 kW h of electricity per month and 
have the voltage connection systems of single and 3-phase, and LV (Low 
Voltage) Maximum demand, respectively.

TABLE 1: Technical specification of MaxPower CS6X-300P under nominal operating cell 
temperature [13].

Parameter Specification

Nominal maximum power 300 Wp

Optimum operating voltage 32.9 V

Optimum operating current 6.61 A

Open circuit voltage 41.0 V

Short circuit current 7.19 A

Efficiency 14.71%

Operating temperature −40 °C ~ +85 °C

Temperature coefficients: Pmax −0.43%/°C

Voc −0.34%/°C

Isc 0.065%/°C

Normal operating cell temperature 45 ± 2 °C

Dimension 1954 mm × 982 mm × 40 mm

5.3.2 PV ARRAY AND CONVERTER

The solar PV-grid system consists of 80 kW PV module. The solar PV 
module is a 72-cell (6 × 12) poly-crystalline (model number CS6X-300M, 

Feasibility of Grid-connected Solar PV Energy System 129



130  Solar Energy: Application, Economics, and Public Perceptio

manufactured by Canadian Solar) with a rated power of 300 Wp and can 
produced maximum 600 V DC. The detailed technical specifications of 
this model are presented in Table 1. The lifetime of the PV array is as-
sumed to be 25 years (which is equivalent to worldwide warranty pro-
vided by the manufacturer). The initial cost of the PV is taken as US$2322 
(or US$2400) per kW (Adaramola et al. [5]). The derating factor and the 
ground reflectance are taken as 80% and 20%, respectively and no track-
ing system is included in the PV system.

Since the power output from the solar PV module is in DC, power 
inverter system is required to converter the PV power output to AC 
power. The size of the converter is determined using Solectria String 
Sizer tool [11] and it was found that one PVI 85KW/PVI 85KW-PE 
inverter model can supply the required AC power output. This inverter 
model is designed for grid-tied electricity system. The technical speci-
fi cations of this model are presented in Table 2. The cost of this in-
verter model is given as $28,250 [12]. The shipment, import duty and 
related costs are assumed to be 30% of the cost of the inverter. There-
fore, the total initial cost of the inverter model is taken as US$36725 
(or US$432/kW). The lifetime of a unit is taken as 15 years with an 
average effi ciency of 90%.

TABLE 2: The technical specifications of the selected inverter [14].

Parameter Specifications

DC Input Absolute max voltage 600 VDC

MMPT voltage range 300–500 VDC

Max operating 264 A

AC Output Nominal voltage 208, 240, 480 or 600 VAC, 3-Ph 
(3 wire standard, 4 wire option)

Continuous power (VAC) 85 kW

Continuous current (VAC) 236/205/102/82A

Others Peak efficiency 96.6/96.5/97.0/96.9/97.5%

Ambient temp. range (full power) −40°F to +131°F



5.3.3 PROJECT LIFE AND ECONOMY

The lifetime of the project is taken to be 25 years. According to the avail-
able information, the current interest rate and inflation rate in Nigeria are 
12% and 8% respectively [15] and from this these, the annual real interest 
rate is determined as 3.7% using Fisher expression. This value represents 
current real interest rate. The initial fixed capital cost which can be used to 
prepare the site for the system and other initial installation costs is taken as 
$25000 and the overall system operation and maintenance cost of $1500 
per year is assumed.

5.3.4 HOMER SOFTWARE

The energy system is designed and analyzed using HOMER software. 
Among the available softwares, HOMER is the most widely used optimi-
zation software for hybrid systems [16] and [17]. This is due to its many 
possible combination of renewable energy systems and ability to perform 
optimization and sensitivity analysis which makes it easier and faster to 
evaluate the many possible system configurations [16]. There are many 
studies that have used HOMER to examine the technical and econom-
ic feasibility of hybrid energy systems worldwide [4], [5], [6], [7], [18], 
[19], [20], [21], [22] and [23]. Detailed description of this software can be 
found in [24].

The output power of a PV array can be calculated from the following 
equation and the PV specifi cations [23].

(1)

where PPV  is the rated capacity of the PV array, that is, the power output 
under standard test conditions in kW; fPV is the PV derating factor [%], GT 
is the solar radiation incident on the PV array in the current time step [kW/
m2], (GT,STC) is the incident radiation at standard test conditions [1 kW/
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m2], αp is the temperature coefficient of power [%/°C], Tc is the PV cell 
temperature in the current time step [°C] and Tc ,STC is the PV cell tempera-
ture under standard test conditions [25 °C]. In a case where the effect of 
temperature on the PV array performance is neglected, αp can assumed to 
be zero and Eq. (1) reduces to:

(2)

5.4 RESULTS AND DISCUSSION

5.4.1 ELECTRICITY GENERATION

The electricity generated by the PV-grid energy system and the corre-
sponding electricity consumed by the users (when the cost of PV is $2400/
kW and global solar radiation is 6 kW h/m2/day) is shown in Table 3. This 
table shows the total electricity produced by the energy system is 331,536 
kW h/year which comprises of 133,867 kW h/year (40.4%) from the solar 
PV and 197,668 kW h/year (59.6%) from the grid. The generated electric-
ity is utilized as follows: 82.6% (273,695 kW h/year) is consumed by the 
users, 13.4% (44,454 kW h/year) is sold back to the grid and 4.0% ac-
counted for transmission losses.

TABLE 3: Electricity generated by the solar PV-grid system and end-use consumption 
pattern.

Production Consumption

kW h/yr % kW h/yr %

Solar PV 133,867 40.4 AC load 273,695 82.6

Grid purchases 197,669 59.6 Grid sales 44,454 13.4

Losses 13,387 4.0

Total 331,536 100.0 Total 331,536 100.0



The performance parameters of the solar PV are presented in Table 
4. The capacity factor, which is defi ned as the ratio of an actual energy 
output during a given period to the energy output that would have been 
generated if the system is operated at full capacity for the entire period, is 
given as 19.1%. This relatively low value is due to facts that in this study, 
the orientation of the system fi xed tilt (at latitude). The capacity factor can 
be increased using tracking system. This factor is a useful parameter for 
users, developer and manufacturer of the solar PV energy system. It deter-
mines the economic viability of this energy system. The value of capacity 
factor for the PV determined in this study is comparable to fi ndings from 
similar studies (see e.g., [25]). It can further be observed that the average 
daily energy output from the solar PV system is observed to be 367 kW h/
day or 15.29 kW.

TABLE 4: Performance parameters for the PV system.

Parameters Quantity

Rated capacity (kW) 80

Mean output (kW) 15.3

Mean output (kW h/day) 367

Capacity factor (%) 19.1

Total production (kW h/year) 133,867

The monthly average of electricity produced by each component of 
the PV-connected energy system is presented in Fig. 5. The monthly and 
seasonal variations in amount of electricity produced by PV system and 
contribution from the grid can be observed from this fi gure. This is due to 
the variability in monthly global solar radiation. The maximum average 
monthly power generated by the solar PV is about 16.9 kW (in November) 
and the minimum of about 12.2 kW occurred in August. The monthly en-
ergy from purchased and sold to the grid is presented in Table 5. It can be 
observed from this table that the quantity of electricity purchased varies 
from 14,941 kW h in November when the PV produced highest amount 
electricity to 19,486 kW h in August when the PV produced the least 
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amount of electricity. Similar variations in the electricity sold to the grid 
can also be observed from this table.

TABLE 5: Monthly amount of electricity purchased from and sold to the grid.

Month Energy purchased (kW h) Energy sold (kW h)

January 16,577 4503

February 14,089 4163

March 17,210 4154

April 16,104 3844

May 15,658 3645

June 16,914 3036

July 17,261 2480

August 19,486 2356

September 16,823 3202

October 16,327 4227

November 14,914 4404

December 16,306 4440

Annual 197,669 44454

5.4.2 ECONOMIC ANALYSIS

The economic analysis of the solar PV-grid connected system is assessed 
by the following indicators: the levelized cost of electricity (LCOE) and 
net present cost (NPC) of the system. The effects of the cost of the PV and 
global solar radiation on these indicators are also presented in this section. 
The HOMER software determine the net present cost of the system as the 
different between the present value of all the costs of installing and operat-
ing the system over its project lifetime, and the present value of all the rev-
enues that it earns over the project lifetime. The variation of the NPC and 
LCOE with unit cost of the PV array is presented in Table 6. It should be 
mentioned that the presented LCOE and NPC are based on the net meter-
ing on monthly purchases from grid. For the base case; PV cost of $2400/
kW, global solar radiation of 6.0 kW h/m2/day and grid price of electric-



FIGURE 5: Monthly distribution of the electricity produced by the energy system.

FIGURE 6: Effect of global solar radiation on the LCOE when the PV cost is $2400/kW.
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ity of $0.090/kW h (for R2 residential users), the NPC for this project is 
$530,090, annual operating cost is $17,103 and the cost of the electricity 
is $0.103/kW h. As the cost of the PV increases, the LCOE, as expected, 
increases gradually from $0.103/kW h (when the PV is cost of $2400/kW) 
to $0.159/kW h (when the PV is cost of $6000/kW). The observed incre-
ment in the LCOE is primarily due to the increase in the initial capital cost 
of the PV which resulted in higher NPC when compared with the base 
case. It is expected that at lower PV cost (compared with the base case), 
the LCOE of the system will be reduced. For instance, when the simula-
tion analysis was performed for PV cost of $1800 and $1200 per kW, the 
LCOE is found respectively as $0.081/kW h and $0.065/kW h. This shows 
that for the location considered in this study and similar locations in Zone I 
on the solar radiation map of Nigeria (see Fig. 1), solar PV-tied integration 
energy system is feasible and economically viable energy system.

The effect of global solar radiation on the LCOE is shown in Fig. 6 when 
the PV cost is $2400/kW. Two regions can be observed in this fi gure. These 
regions are: region 1 (when global solar radiation is less than or equal to 
about 7.0 kW h/m2/day)—a linear relationship exists between the global so-
lar radiation and the LCOE. In this region, the LCOE is observed to decrease 
with increasing global solar radiation. In region 2 (when global solar radia-
tion is greater than about 7.0 kW h/m2/day), the LCOE (at $0.093/kW h) is 
observed to be constant irrespective of the global solar radiation.

TABLE 6: Effect of PV cost on the LCOE and NPC.

PV Cost (/$/kW) Initial capital ($) Operating cost ($/yr) Total NPC ($) LCOE ($/kW h)

2400 254,220 17,103 530,090 0.103

3000 302,220 17,103 578,090 0.113

3600 350,220 17,103 626,090 0.122

4200 398,220 17,103 674,090 0.131

4800 446,220 17,103 722,090 0.141

6000 542,220 17,103 818,090 0.159



5.5 CONCLUSIONS

This study examines the feasibility of solar PV-grid tied energy system for 
electricity generation in a selected location in the northern part of Nigeria. 
The technical and economic performance of a combination of 80 kW solar 
PV and 100 kW power from the grid was investigated. It was found that 
this energy system can generates annual electricity of 331,536 kW h with 
solar PV contributing 40.4% and the levelized cost of energy is found to 
$0.103/kW h.

It is further observed that by reducing the initial installation costs 
(which consists of capital cost of the PV, connection cost and other associ-
ated costs), the cost of electricity can be signifi cantly reduced. In addition, 
it was observed that the global solar radiation plays signifi cantly impact 
on the economic viability of this system. It is expected that incorporating 
solar PV with grid system can reduce carbon dioxide and other pollutant 
emissions associated with thermal power plants generated electricity.

The information presented in this paper can serve as input to the de-
velopment of grid-connected solar PV energy system in Nigeria. Based on 
the fi ndings from this study, the development of grid-connected solar PV 
system in the north-eastern part of Nigeria could be economically viable 
energy system. However, as a result of high initial investment cost of solar 
PV system, favorable policies and incentives from government can accel-
erate the development of this type energy system in Nigeria. The logical 
next step from this study should be installation and performance assess-
ment of practical grid-connected solar PV system in this location.
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PASSIVE COOLING TECHNOLOGY 
FOR PHOTOVOLTAIC PANELS FOR 
DOMESTIC HOUSES

SHENYI WU AND CHENGUANG XIONG

CHAPTER 6

6.1 INTRODUCTION

The operating temperature is one of the important factors that can affect 
the efficiency of the PV panels. The effects of temperature on photovol-
taic efficiency can attribute to the influences on the current and voltage of 
the PV panels. This can be easily found on the I-V curve of the panels. It 
results in a linear reduction in the efficiency of power generation as tem-
perature increases [1]. The efficiency of some types of PV cells is very 
much dependent on their operating temperature. For crystalline silicon 
solar cells, the reduction in conversion efficiency is 0.4–0.5% for every 
degree of temperature rise [2]. Therefore, reducing the operating tempera-
ture of photovoltaic cells is important for the PV panel to work efficiently 
and protect cells from irreversible damage.
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A number of researchers have worked on cooling the PV panels with 
different approaches. Air circulation is probably the most simple and natu-
ral way for this purpose. In order to enhance convection heat transfer, 
fi ns were used to extend the heat transfer area. Edenburn [3] developed 
a device, made up of linear fi ns on all available heat sink surfaces, used 
for cooling single cells passively. Araki et al. [4] did a further research 
on passive cooling technologies and found that good thermal conduction 
between cells and heat spreading plate was important. Combining PV 
and solar thermal collectors (PV/T) is another way of cooling PV panels. 
Tonui and Tripanagnostopoulos [5] reported their experiment on modifi ed 
PV/T collectors, and results showed the maximum temperature reduction 
achieves 10oC by natural ventilation and 308C by forced ventilation.

As a good cooling media, water has been widely used for PV cooling in 
various forms. It is very suitable for PV/T systems. Kalogirou [6] studied 
a water-based PV/T system consisting of four monocrystalline PV panels 
in the Cyprus and achieved an increase of average annual electrical effi -
ciency from 2.8 to 7.7% with the payback periods of 4.6 years. Tripanag-
nostopoulos et al. [7] compared electrical effi ciency of PV/WATER, PV/
AIR and PV/FREE and PV/INSUL under ambient air temperature of 29oC. 
They achieved the maximum increase by 3.2% with PV/ WATER.

Krauter [8] investigated the method of covering PV modules with a 
fl owing water fi lm above.With the additional evaporation heat transfer, 
it was claimed that they could decrease the cell temperature up to 22oC 
and obtained a net increase from 8 to 9%. Abdolzadeh and Ameri [9] used 
water spray to cool the PV panels and achieved increasing the effi ciency 
of cells by 3.26 to 12.5%. Kordzadeh [10] studied that a thin continu-
ous fi lm of water running on the front of the surface of modules obtained 
better electrical effi ciency because of reducing refl ection loss and surface 
temperature.

To avoid additional energy consumption incurred for cooling the PV 
panels, Furushima and Nawata [11] reported a model with cooling water 
being supplied from a city water supply system by Siphonage and the cool-
ing system did not require any additional energy input on the site. Wilson 
[12] studied the gravity-fed technology where water was transported from 
upstream sources like river to downstream sources by gravity. The results 
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obtained from this work showed a 12.8% increase in electrical effi ciency 
as a result of 32oC temperature reduction.

Other technologies were also used to enhance the heat transfer for 
cooling the panels. Akbarzadeh and Wadowski [13] reported an innova-
tive gravity-assisted heat pipe system to optimize the cooling of concen-
trated photovoltaics. It was found that the temperature at the surface of 
solar cells did not exceed 46oC during a 4-h test, and the effi ciency was 
increased by 50%. Huang et al. [14] initially integrated PCM into BIPV 
system and used fi ns for improvement. Biwole et al. [15] established a 
numerical model and used CFD to simulate heat and mass transfer of PCM 
at the back of photovoltaic panels. Their results showed that adding PCM 
at the back of panels can maintain the operating temperature below 40oC.

Active cooling is effective to cool PV panels. However, with the ad-
ditional power consumption involved, the active cooling purely used to 
lower the operating temperature does not have obvious benefi t in the net 
gain of effi ciency. The technologies such as PV/T (photovoltaic thermal) 
system or the PV-SAHP (photovoltaic solar heat pump) system [16, 17] 
seem to address the issue stated earlier by combination of two systems. 
But the fact that PV/T has to at a higher operating temperature in order 
to supply useful heat means the gain by cooling is limited. What is more, 
the higher initial investment and the fi nal benefi t with PV/T technology is 
contributed to thermal energy rather than electricity [7]. This renders the 
PV/T being not an effective technology for the original purpose. There-
fore, fi nding a simple and feasible way to cool the PV panel without re-
quiring further energy input is still much sought after.

6.2 DESCRIPTION OF THE SYSTEM

Figure 1 illustrates an example of the proposed solar-driven rainwater 
cooling system. The system consists of a PV module with an area of 1.46 
m2, maximum efficiency of 15.4% and maximum power output of 250 
W, a gas expansion chamber, a rainwater storage tank and a secondary 
water tank. A cylindrical gas expansion chamber is installed at the eaves 
whereas the secondary water tank, which is connected to the gas expan-
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sion chamber, is hung at the side of the house. Gutters are installed on both 
south- and north-facing roofs in order to maximize the rainwater harvest-
ing. On receiving the solar radiation, the gas in the chamber expands with 
the temperature increase. The rainwater in the tank is pushed upwards by 
the expanding gas so that it fl ows over the PV panel through a distribution 
tube on the top as shown in Figure 2. The rainwater is not considered be-
ing reused to reduce the cost and simplify the system structure in this case.

6.3 ANALYSIS OF THE SYSTEM

The amount of the rainwater delivered to the PV panels is determined by 
the gas expansion volume. The expansion volume is a function of tem-
perature that varies with the solar energy the gas received. Therefore, there 
is a relationship between the amount of rainwater delivered and solar inci-
dence. The relationship can be derived from the energy conservation law.

FIGURE 1: 3-D model of the solar-driven rainwater cooling system installed on the roof.
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6.3.1 ENERGY BALANCE EQUATION IN THE GAS 
EXPANSION CHAMBER

The gas expansion chamber is covered by an insulation layer used to re-
duce heat loss from the side surfaces and is covered with an absorption 
layer to enhance the capture of solar radiation. Taking the chamber as a 
control volume, the energy conversion and heat fl ows of the chamber are 
as shown in Figure 3. The energy balance can be expressed as Qnet = G – 
Qc – Qr – WE; where WE is gas expansion work (J). The Qnet is the heat that 
causes the gas temperature rise.

To simplify the simulation, some assumptions are made and stated as 
follows:

• No heat transfer across the side boundaries. The conduction heat transfer 
between the absorption layer and the surrounding air is neglected.

• Thermal resistances in the absorption layer and gas are not considered so 
that the absorption layer and gas have the same temperature and the gas 
temperature in the chamber is uniform.

• The gas is treated as ideal gas.
• The atmospheric pressure is constant within duration of time.
• The gas properties are constant.

FIGURE 3: Schematic diagram of cross section of the gas chamber.
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Under the assumptions, the energy balance of the gas expansion cham-
ber can be expressed in the following equation:

(1)

where I is solar radiation on horizontal surface (W/m2); Tgas represents gas 
temperature (oC); Aab represents area of absorber surface (m2); Cgas denotes 
specifi c heat capacity of gas (J/kg K); hc denotes convection heat trans-
fer coeffi cient of wind (W/m2 K);  is absorption coeffi cient of PV panel 
(0.95);  is emissivity factor of absorber (0.04);  is Stefan–Boltzmann 
constant (W/m2 K4); t represents time (s).

This equation describes the accumulating effect of the solar radiation on 
the gas expansion chamber from a reference point and its derivative form:

(2)

It describes the effect of the solar radiation on the gas chamber at any time 
point. Since the chamber’s temperature change is a slow process, we use 
the fi nite-difference equation to approximate Equation (2) as follows:

(3)
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where the subscribes (t) and (t – 1) denote the time step in hour and AW 
is the base area of the secondary tank (m2) and H is the height of water 
pumped (Figure 4). 

For 1-h time interval, we have the following equation:

(4)

FIGURE 4: Schematic diagram of cross section of the gas chamber and secondary water tank.
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6.3.2 HYDRAULIC HEAD OF WATER IN THE SECONDARY 
WATER TANK

With reference to Figure 4, the expression of hydraulic head in the second-
ary water tank varying with the gas expansion can be derived as follows.

At initial state, the secondary water tank is fi lled with water and the 
gas in the chamber does not expand. The state of the gas can be expressed 
as follows:

PatmVgas = mgasRT0                                                                                                  (5)

where T0 denotes initial temperature of the chamber (oC); Patm indicates 
atmosphere pressure (Pa).

On receiving heat from the solar radiation, the gas in the chamber starts 
to expand. If the gas volume is expanded byV (volume expansion) (m3), 
the same volume of water will be pushed out of the tank. The change of the 
state follows the following equation:

[Patm + g(0.9 + H)](Vgas + V) = mgasRTgas                                                          (6)

where mgas represents mass of gas (kg); Vgas denotes volume of gas (m3) 
and V = H x AW; where AW = 0.25: From Equations (5) and (6), a rela-
tionship between the volume of the water pushed and gas temperature can 
be obtained:

(7)
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6.3.3 HEAT TRANSFER ON THE PV PANEL

When the water flows over a tilted PV panel, the heat transfer between the 
water and panels can be complicated by involving water evaporation in 
addition to the normal radiation and convection heat transfer. With refer-
ence to Figure 5, the energy balance leads to:

G = Qe + Qc + Qr + U

where G denotes energy generated from solar radiation (J), U indicates 
internal energy (J), and Qe, Qc, and Qr denote heat loss by evaporation (J), 
heat loss by convection (J) and heat loss by radiation (J), respectively.

The heat transfer mechanism is quite complex due to temperature 
variation along the water–solid interface. A two-dimensional steady-state 
model is used, and some assumptions should be made to simplify the 
calculation.

FIGURE 5: Schematic diagram of cross section of the PV panel.
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• Solar radiation irradiates on the PV panel, 15.4% is converted to electricity 
energy, 5% is reflected and the rest part is converted to heat energy.

• Assume the water mass is uniformly distributed over the PV panel and water 
is ultimately heated to a temperature that is same as the cell temperature Tc.

• Water temperature increase caused by solar radiation is neglected. [18]
• Convective heat loss at the back of PV panel and radiation heat transfer is 

not considered.

Air fl owing at the air–water interface essentially accelerates water evapora-
tion rate. Thus, the air convection could be measured accompanying with 
water evaporation. Smith et al. [19] predicted evaporation heat transfer fl ux 
by the following equation, which approximately estimates how much latent 
heat is removed from the PV panel by water evaporation (w/m2).

qe = (0.0638 + 0.0669V) (PW – Pa)                                                                       (8)

where saturation pressure of water is as follows:

partial pressure of water vapour at surrounding air is as follows:

Pa = Ps

partial pressure of water vapour at water is as follows:
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where Tw,in denotes water inlet temperature (8C).
Therefore, total heat transfer via water evaporation can be

expressed as follows:

Qe = Acellqe                                                                                                            (9)

where Acell denotes area of cells (m2).
The internal energy change of water can be expressed as follows:

(10)

where Tw,out denotes water outlet temperature (oC).
Thus, after a water film flowing down to a PV panel, the cell tempera-

ture can be approximately calculated as follows:

(11)

FIGURE 6: Accumulated rainwater volume pushed by gas chambers with different sizes.
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where Uw denotes wind speed (m/s).

6.4 SIMULATION RESULTS

This system was analysed with the climate data on a clear day of 29th July 
in Nottingham [20]. The day was chosen for its low wind speed and high 
air temperature. The study was focused on the thermal performance of the 
gas chamber and the cooling effect to the PV panels. The analysis was on 
one PV module system.

6.4.1 INFLUENCE OF DESIGN PARAMETERS ON THE SYSTEM 
PERFORMANCE

The size of the gas chamber is a predominant parameter that influences 
how much water can be pushed out of a tank. To evaluate the influences of 
chamber surface area and chamber volume on performance, two groups of 

FIGURE 7: Gas temperature variation in a design day.
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the gas chambers were analysed. In the first group, the chambers have the 
same surface area of 2.5 m2 but with different volumes of 1.5, 1.25, 1 and 
0.75 m3, respectively. The second group has a fixed volume of 1.25 m3 but 
with the different surface areas of 3, 2.5, 2 and 1.5 m2, respectively. In this 
system, water is pushed up through a 0.9-m-high vertical pipe (Figure 4).

The results show that, for the same chamber volume, the gas tempera-
ture in the chamber slightly increases with the surface area. But the in-
crease is within 1oC. This could be a result of the heat gain from the larger 
surface area being offset by the heat losses from the same larger surface 
area. Figure 6 presents accumulated water volume pushed due to gas ex-
pansion. It can be seen that the amount of water pumped increases with the 
gas chamber volume. It increases from 123 l/day with a 0.75-m3 chamber 
to 200 l/day with a 1.5-m3 gas chamber. The amount pumped increasing 
with the chamber volume is due to the assumption of uniform air tempera-
ture in the chamber. The volume expands more with the air mass increases 
in the chamber. However, this phenomenon should become less signifi cant 
when the air temperature profi le in the chamber is treated as non-uniform. 
Without any control, the gas chamber can pump the maximum amount of 
water to the PV panel at 7 am, and the amount gradually decreases to zero 
around 1 pm. It was estimated approximately that 165 l/day of rainwater is 
available for the climate under the consideration. To pump this amount of 
water, a 1-m3 gas chamber is needed.

6.4.2 PERFORMANCE OF THE PV MODULE COOLED 
BY THE SYSTEM

The performance is evaluated from the rainwater pumped by the device 
with a 0.16-m3 secondary water tank connecting to the a 1-m3 gas cham-
ber. The secondary water tank is designed to protect gas infiltration and 
increase air tightness so that the whole system can work with the high-
er efficiency. The variation of the gas temperature in the chamber dur-
ing a day was illustrated in Figure 7. The initial gas temperature is 293 
K, which is quickly heated to 342 K at 7 am, because low heat capacity 
of gas, small mass of gas in the chamber and intensive solar radiation 
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FIGURE 8: Accumulated rainwater volume in each hour.

FIGURE 9: Comparison of operating temperatures between with cooling and without 
cooling to the PV panel.
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on the design day cause that gas can be heated to a high temperature. 
With the increase of solar radiation, the gas temperature gradually increas-
es to a maximum value 387 K at 1 pm. After that, gas temperature reduces 
due to the reduction of solar radiation and the rise of heat loss from a gas 
chamber to the outside environment.

TABLE 1: Climate data of the day of calculation.

Time Temperature 
(0C)

Wind speed 
(km/h)

Humidity 
(%)

Beam solar 
radiation (w/m2)

Diffuse solar 
radiation (w/m2)

7 16.3 6 80 517 122

8 18.2 4.6 72 528 207

9 20.3 4.3 67 634 193

10 22.3 4.3 62 744 166

11 24 4.3 59 712 232

12 25.2 6.5 56 682 249

13 26.2 6.5 54 798 149

14 27 5.4 52 768 153

15 27 4.3 51 558 216

16 26.7 7 53 646 128

17 25.6 10.3 57 381 134

18 24.2 6.5 61 463 59

TABLE 2. Hourly rainwater supply with temperature sensitive control for cooling.

Time Water volume (l)

10 28.37

11 30.13

12 30.62

13 31.57

14 31.31
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Under this condition, the device is able to push 152 l of water to the PV 
panel (Figure 8). As discussed earlier, without control, the majority amount 
of the water is pumped at the early time of the day when the demanding 
for cooling is low. A control to the fl ow may be needed, for example, by 
a temperature sensitive valve to delay the water pumping to address this 
issue. The operating temperature of PV is primarily determined by the 
solar radiation. On the day of 29th July, between 10 am and 14 pm, solar 
radiation was .850 W/m2 and its temperature reached 50oC. The detail of 
the climate data for the day is shown in Table 1. In order to maximize the 
cooling benefi t to the PV panel, a temperature sensitive valve can be used 
to adjust the fl ow rate of water according to the roof temperature. Table 2 
shows that a total of 152 l of water can be pushed at different hourly rates 
with respect to the roof temperature from 10 am to 2 pm on the day. It can 
be seen that with the temperature sensitive valve, more water is pumped 
when the roof temperature is higher at late hours, which allows more cool-
ing to the PV penal when it receives high solar radiation.

During the working time, the cooling to the PV panel is very effective 
when the PV panel temperature is high as shown in Figure 9. It can be seen 
that at 1 pm, a maximum temperature reduction of 19oC is achieved and at 
other time temperature reduction ranges from 12.5 to 18.5oC. Figures 10 
and 11 present the effi ciency and the power output of the PV panel with 
and without cooling, respectively. The cooling maintains the effi ciency of 
the cells above 14.5% each hour in a design day, particularly, between 12 
pm and 2 pm during which the PV panel has very low effi ciency without 
cooling. The cooling also increases the power output by 16W on average. 
In summary, solar-driven cooling system is able to reduce the operating 
temperature of the cells by 16.5oC on average, and it has a better cooling 
effect when the temperature of the cells becomes higher. In addition, daily 
electrical yields of the PV module will grow 80Wh, achieving an incre-
ment of 8.3%. However, variable environmental conditioning has impacts 
on gas chamber expansion, so does on water pumping and the cooling 
effect. Therefore, it is meaningful to evaluate annual performance of the 
solar-driven water cooling system under a stable environmental condition.
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FIGURE 10: Comparison of the efficiencies between with cooling and without cooling to 
the PV panel.

FIGURE 11: Comparison of the power outputs between with cooling and without cooling 
to PV panel.



Passive Cooling Technology for Photovoltaic Panels  159

6.4.3 MONTHLY WATER CONSUMPTION BY THE SYSTEM

The supply of the rainwater depends on the gas expansion in a chamber, 
which varies with solar radiation and ambient air temperature. As shown 
in Figure 12, in January and December, little water can be pumped by this 
device; however, in June, intensive solar radiations and high air tempera-
tures make the device to pump 110.8 l of water to PV panel for cooling 
in each day. According to solar radiation and rainwater supply, the system 
was designed to work between April and September.

For a well-constructed roof, the runoff coeffi cient is usually assumed 
as 0.8 [21]. Therefore, monthly rainwater collection can be estimated from 
the following equation: 

Rainwater volume = monthly rainfall × catchment area × runoff coefficient

TABLE 3: Comparison between collected rainwater and required rainwater.

Month Daylight hours Equivalent 
sunny day

Operating 
day ratio

Rainwater 
collected (l/day)

Required 
rainwater (l/day)

April 146.32 14.60 0.95 123 89

May 200.9 18.26 1.56 110 104

June 205.1 18.65 1.64 239 111

July 174.96 14.58 0.95 177 107

August 164.24 14.93 1 158 103

September 141.42 14.14 0.89 104 81

It is not effi cient and cost-effective to design this solar-driven rainwa-
ter cooling device to work every day, especially for the rainy and cloudy 
days. Thus, equivalent sunny days in each month can be predicted based 
on an assumption of 10–12 sun hours in a sunny day in different months. 
In an ideal scenario, sunny days and rainy days occur intermittently and 
an operating day ratio (number of sunny days/number of rainy days) is 
calculated to evaluate the relationship between collected rainwater and re-
quired rainwater. Table 3 shows that, except in May, the amount of collected 
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rainwater can meet the requirement of the cooling system in each month. 
A 1000-l water tank allows it to meet the water consumption up to 10 days 
under the worst-case scenario like continuous sunny days.

6.4.4 ANNUAL ENERGY SAVING AND PAYBACK PERIOD

The certain amount of rain water can cool more PV modules if heat is 
removed by evaporation, under the premise that rainwater uniformly cov-
ers the PV modules. Based on available rainwater in each month, it is 
estimated that this solar-driven rainwater cooling system can increase 33.4 
kWh of electrical yields for a domestic house when six PV modules are 
applied. To comprehensively analyse the benefits of a new system, the 
economic analysis of the solar-driven water cooling system is conducted 
by the extra cost of equipment required to construct this cooling system, 
against additional energy benefits obtained from the modified PV panels. 
The total cost of this passive cooling system is estimated as £197., i.e. £80 

FIGURE 12: Volume of daily pushed rainwater by a gas chamber in different months.



Passive Cooling Technology for Photovoltaic Panels  161

to the cost of the rainwater harvest system and £117 to the cost of the gas 
expansion chamber, a secondary water tank, pipes and valves. The saving 
in electrical yields per year equals to £20 when feed-in tariff equals 0.45£/
kWh and electricity rate equals 0.145£/kWh [22].

TABLE 4: Payback period analysis.

Year Power 
generated at 
1% discount 
rate (kWh)

Electricity 
supply rate 
(£) at 2.8% 
inflation rate

Feed-in-tariff 
(£) at 2.5% 
inflation rate

Annual 
operating 
saving (£)

Total 
saving (£)

Initial capital 
growth (£) 
at 3% annual 
interest rate

1 33.40 0.15 0.45 19.87 197.00

2 32.73 0.15 0.46 19.98 202.91

3 32.40 0.15 0.47 20.28 209.00

4 32.06 0.16 0.48 20.59 215.27

5 31.73 0.16 0.50 20.90 221.73

6 31.40 0.17 0.51 21.21 228.38

7 31.06 0.17 0.52 21.53 235.23

8 30.73 0.18 0.53 21.84 242.29

9 30.39 0.18 0.55 22.16 249.55

10 30.06 0.19 0.56 22.48 257.04

11 29.73 0.19 0.58 22.80 264.75

12 29.39 0.20 0.59 23.13 272.69

13 29.06 0.20 0.61 23.45 280.23 280.87

14 28.72 0.21 0.62 23.78 304.01 289.30

15 28.39 0.21 0.64 24.11 297.98

16 28.06 0.22 0.65 24.44 306.92

17 27.72 0.23 0.67 24.77 316.13

18 27.39 0.23 0.68 25.10 325.61

19 27.05 0.24 0.70 25.44 335.38

20 26.72 0.25 0.72 25.77 345.44

21 26.39 0.25 0.74 26.10 355.80

22 26.05 0.26 0.76 26.44 366.48

23 25.72 0.27 0.77 26.77 377.47

24 25.38 0.27 0.79 27.10 388.80

25 25.05 0.28 0.81 27.44 587.50 400.46
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A simple payback formula was used to calculate the payback period as 
follows with an infl ation rate of 2.8% being taken into account:

Payback period = (initial cost) / (annual operating saving)

The annual saving in the equation is calculated from:

Annual operating saving = kWh × (electricity rate + feed in tariff)

Assume all the costs of this solar-driven rainwater system are paid up 
front; the power output of PV discount rate at 1% a year; the electricity 
infl ation rate at 2.8%; the feed-in-tariff infl ation rate at 2.5% and annual 
saving rate at 3%. Based on the assumptions mentioned earlier, the calcu-
lation results are shown in Table 4. It can be seen from Table 4 that under 
this conservative assumption, the payback period is 14 years. Considering 
that the cost (including water tanks, gas chambers and other equipment) 
could be reduced with mass production and the additional rainwater col-
lection can be recycled for domestic use in non-operating period, the eco-
nomic analysis results make this cooling approach quite attractive.

6.5 CONCLUSION

This paper reports a passive cooling system, which can be used for cool-
ing the PV modules on the roof of a domestic house in order to increase 
electrical efficiency. The simulation results for this cooling system show:

• The influences of the absorbing surface area on the water supply volume 
are not obvious, whereas a gas chamber with larger volume significantly in-
creases the water supply. However, the actual chamber size should be com-
prehensively considered with roof area and available rainwater capacity.

• On the design day, the solar-driven rainwater cooling system is able to pump 
152 l of water to PV modules. The maximum reduction in the temperature 
of the cells reaches 19oC and average electrical yield is increased by 8.3%.
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• For the solar-driven rainwater cooling system operating between April and 
September, this cooling system can increase the electricity generation by 
33.4 kWh annually.

• The simple payback period of the solar-driven rainwater cooling system 
was found to be equal to 14 years under a conservative assumption. It still 
has potential and the initial cost will be reduced if it incorporates with the 
guttering system.

The most signifi cant point of this approach is that it utilizes rainwater 
and solar energy to cool the PV panels—improving PV system effi ciency 
with no requirement for additional energy input. The authors believe that 
it has the potential for further exploration.
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A REVIEW OF SOLAR ENERGY: 
MARKETS, ECONOMICS AND 
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CHAPTER 7

7.1 INTRODUCTION

Solar energy has experienced an impressive technological shift. While 
early solar technologies consisted of small-scale photovoltaic (PV) cells, 
recent technologies are represented by solar concentrated power (CSP) 
and also by large-scale PV systems that feed into electricity grids. The 
costs of solar energy technologies have dropped substantially over the last 
30 years. For example, the cost of high power band solar modules has 
decreased from about $27,000/kW in 1982 to about $4,000/kW in 2006; 
the installed cost of a PV system declined from $16,000/kW in 1992 to 
around $6,000/kW in 2008 (IEA-PVPS, 2007; Solarbuzz, 2006, Lazard 
2009). The rapid expansion of the solar energy market can be attributed 
to a number of supportive policy instruments, the increased volatility of 



168  Solar Energy: Application, Economics, and Public Perceptio

fossil fuel prices and the environmental externalities of fossil fuels, par-
ticularly greenhouse gas (GHG) emissions.

Theoretically, solar energy has resource potential that far exceeds the 
entire global energy demand (Kurokawa et al. 2007; EPIA, 2007). Despite 
this technical potential and the recent growth of the market, the contri-
bution of solar energy to the global energy supply mix is still negligible 
(IEA, 2009). This study attempts to address why the role of solar energy in 
meeting the global energy supply mix continues to be so a small. What are 
the key barriers that prevented large-scale deployment of solar energy in 
the national energy systems? What types of policy instruments have been 
introduced to boost the solar energy markets? Have these policies pro-
duced desired results? If not, what type of new policy instruments would 
be needed?

A number of studies, including Arvizu et al. (2011), have addressed 
various issues related to solar energy. This study presents a synthesis re-
view of existing literature as well as presents economic analysis to ex-
amine competitiveness solar energy with fossil energy counterparts. Our 
study shows that despite a large drop in capital costs and an increase in 
fossil fuel prices, solar energy technologies are not yet competitive with 
conventional technologies for electricity production. The economic com-
petitiveness of these technologies does not improve much even when the 
environmental externalities of fossil fuels are taken into consideration. Be-
sides the economic disadvantage, solar energy technologies face a number 
of technological, fi nancial and institutional barriers that further constrain 
their large-scale deployment. Policy instruments introduced to address 
these barriers include feed in tariffs (FIT), tax credits, capital subsidies 
and grants, renewable energy portfolio standards (RPS) with specifi ed 
standards for solar energy, public investments and other fi nancial incen-
tives. While FIT played an instrumental role in Germany and Spain, a mix 
of policy portfolios that includes federal tax credits, subsidies and rebates, 
RPS, net metering and renewable energy certifi cates (REC) facilitated so-
lar energy market growth in the United States. Although the clean devel-
opment mechanism (CDM) of the Kyoto Protocol has helped the imple-
mentation of some solar energy projects, its role in promoting solar energy 
is very small as compared to that for other renewable energy technologies 
because of cost competitiveness. Existing studies we reviewed indicate 
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that the share of solar energy in global energy supply mix could exceed 
10% by 2050. This would still be a small share of total energy supply and 
a small share of renewable supply if the carbon intensity of the global 
energy system were reduced by something on the order of 75%, as many 
have argued is necessary to stem the threat of global warming.

The paper is organized as follows. Section 2 presents the current status 
of solar energy technologies, resource potential and market development. 
This is followed by economic analysis of solar energy technologies, in-
cluding sensitivities on capital cost reductions and environmental benefi ts 
in Section 3. Section 4 identifi es the technical, economic, and institutional 
barriers to the development and utilization of solar energy technologies, 
followed by a review of existing fi scal and regulatory policy approaches to 
increase solar energy development in Sections 5 and 6, including potential 
impacts of greenhouse gas mitigation policies on the deployment of solar 
energy technologies. Finally, key conclusions are drawn in Section 7.

7.2 CURRENT STATUS OF SOLAR ENERGY TECHNOLOGIES 
AND MARKETS

7.2.1 TECHNOLOGIES AND RESOURCES

Solar energy refers to sources of energy that can be directly attributed to 
the light of the sun or the heat that sunlight generates (Bradford, 2006). 
Solar energy technologies can be classified along the following continu-
um: 1) passive and active; 2) thermal and photovoltaic; and 3) concentrat-
ing and non-concentrating. Passive solar energy technology merely col-
lects the energy without converting the heat or light into other forms. It 
includes, for example, maximizing the use of day light or heat through 
building design (Bradford, 2006; Chiras, 2002).

In contrast, active solar energy technology refers to the harnessing of 
solar energy to store it or convert it for other applications and can be broad-
ly classifi ed into two groups: (i) photovoltaic (PV) and (ii) solar thermal. 
The PV technology converts radiant energy contained in light quanta into 
electrical energy when light falls upon a semiconductor material, causing 
electron excitation and strongly enhancing conductivity (Sorensen, 2000). 
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Two types of PV technology are currently available in the market: (a) crys-
talline silicon-based PV cells and (b) thin fi lm technologies made out of a 
range of different semi-conductor materials, including amorphous silicon, 
cadmium-telluride and copper indium gallium diselenide. Solar thermal 
technology uses solar heat, which can be used directly for either thermal 
or heating application or electricity generation. Accordingly, it can be di-
vided into two categories: (i) solar thermal non-electric and (ii) solar ther-
mal electric. The former includes applications as agricultural drying, solar 
water heaters, solar air heaters, solar cooling systems and solar cookers 
(e.g. Weiss et al., 2007); the latter refers to use of solar heat to produce 
steam for electricity generation, also known as concentrated solar power 
(CSP). Four types of CSP technologies are currently available in the mar-
ket: Parabolic Trough, Fresnel Mirror, Power Tower and Solar Dish Col-
lector (Muller-Steinhagen and Trieb, 2004; Taggart 2008a and b; Wolff et 
al., 2008).

Solar energy technologies have a long history. Between 1860 and 
the First World War, a range of technologies were developed to generate 
steam, by capturing the sun's heat, to run engines and irrigation pumps 
(Smith, 1995). Solar PV cells were invented at Bell Labs in the United 
States in 1954, and they have been used in space satellites for electricity 
generation since the late 1950s (Hoogwijk, 2004). The years immediately 
following the oil-shock in the seventies saw much interest in the develop-
ment and commercialization of solar energy technologies. However, this 
incipient solar energy industry of the 1970s and early 80s collapsed due to 
the sharp decline in oil prices and a lack of sustained policy support (Brad-
ford, 2006). Solar energy markets have regained momentum since early 
2000, exhibiting phenomenal growth recently. The total installed capacity 
of solar based electricity generation capacity has increased to more than 
40 GW by the end of 2010 from almost negligible capacity in the early 
nineties (REN21, 2011). 

Solar energy represents our largest source of renewable energy supply. 
Effective solar irradiance reaching the earth’s surface ranges from about 
0.06kW/m2 at the highest latitudes to 0.25kW/m2 at low latitudes. Figure 1 
compares the technically feasible potential of different renewable energy 
options using the present conversion effi ciencies of available technologies. 
Even when evaluated on a regional basis, the technical potential of solar 
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energy in most regions of the world is many times greater than current 
total primary energy consumption in those regions (de Vries et al. 2007).

Table 1 presents regional distribution of annual solar energy potential 
along with total primary energy demand and total electricity demand in 
year 2007. As illustrated in the table, solar energy supply is signifi cantly 
greater than demand at the regional as well as global level.

TABLE 1: Annual technical potential of solar energy and energy demand (Mtoe) 

Region Minimum 
technical 
potential 

Maximum
 technical 
potential 

Primary energy 
demand (2008) 

Electricity 
demand 
(2008)

North America 4,322 176,951 2,731 390

Latin America & Caribbean 2,675 80,834 575 74

Western Europe 597 21,826 1,822 266

Central and Eastern Europe 96 3,678 114 14

Former Soviet Union 4,752 206,681 1,038 92

Middle East & North Africa 9,839 264,113 744 70

Sub-Saharan Africa 8,860 227,529 505 27

Pacific Asia 979 23,737 702 76

South Asia 907 31,975 750 61

Centrally Planned Asia 2,746 98,744 2,213 255

Pacific OECD 1,719 54,040 870 140

Total 37,492 1,190,108 12,267 1,446

Note: The minimum and maximum reflect different assumptions regarding annual clear sky 
irradiance, annual average sky clearance, and available land area. Source: Johansson et 
al. (2004); IEA (2010)

Kurokawa et al. (2007) estimate that PV cells installed on 4% of the 
surface area of the world‟s deserts would produce enough electricity to 
meet the world‟s current energy consumption. Similarly, EPIA (2007) es-
timates that just 0.71% of the European land mass, covered with current 
PV modules, will meet the continent's entire electricity consumption. In 
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many regions of the world 1 km2 of land is enough to generate more than 
125 gigawatt hours (GWh) of electricity per year through CSP technology. 
In China, for example, 1% (26,300 km2) of its “wasteland” located in the 
northern and western regions, where solar radiation is among the highest 
in the country, can generate electricity equivalent to 1,300 GW—about 
double the country's total generation capacity projected for year 2020 
(Hang et al, 2007). In the United States, an area of 23,418 km2 in the sun-
nier southwestern part of the country can match the present generating 
capacity of 1,067 GW (Mills and Morgan, 2008).

7.2.2. CURRENT MARKET STATUS

The installation of solar energy technologies has grown exponentially at the 
global level over the last decade. For example, as illustrated in Figure 2(a), 
global installed capacity PV (both grid and off-grid) increased from 1.4 GW 
in 2000 to approximately 40 GW in 2010 with an average annual growth 
rate of around 49% (REN21, 2011). Similarly, the installed capacity of CSP 
more than doubled over the last decade to reach 1,095MW by the end of 
2010. Non-electric solar thermal technology increased almost 5 times from 
40 GWth in 2000 to 185 GWth in 2010 (see Figure 3). The impetus behind the 
recent growth of solar technologies is attributed to sustained policy support 
in countries such as Germany, Italy United States, Japan and China.

7.2.2.1 SOLAR PV

By December 2010, global installed capacity for PV had reached around 
40 GW of which 85% grid connected and remaining 15% off-grid (REN21, 
2010). This market is currently dominated by crystalline silicon-based PV 
cells, which accounted for more than 80% of the market in 2010. The 
remainder of the market almost entirely consists of thin film technologies 
that use cells made by directly depositing a photovoltaic layer on a sup-
porting substrate.
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As illustrated in Figure 2b, a handful of countries dominate the mar-
ket for PV. However, a number of countries are experiencing a signifi cant 
market growth. Notably, Czech Republic had installed nearly 2 GW of 
solar PV by December 2010 (REN21, 2011), up from almost zero in 2008. 
India had a cumulative installed PV capacity of 102 MW (EPIA, 2011) 
and China had a cumulative capacity of 893 MW at the end of 2010.

Two types of PV systems exist in the markets: grid connected or cen-
tralized systems and off-grid or decentralized systems. The recent trend is 
strong growth in centralized PV development with installations that are 
over 200 kW, operating as centralized power plants. The leading markets 
for these applications include Germany, Italy, Spain and the United States. 
After exhibiting poor growth for a number of years, annual installations in 
the Spanish market have grown from about 4.8 MW in 2000 to approxi-
mately 950 MW at the end of 2007 (PVRES 2007) before dropping to 17 
MW in 2009 and bouncing back to around 370 MW in 2010 (EPIA, 2011). 
The off-grid applications (e.g., solar home systems) kicked off an earlier 
wave of PV commercialization in the 1970s, but in recent years, this mar-
ket has been overtaken by grid-connected systems. While grid-connected 
systems dominate in the OECD countries, developing country markets, 
led by India and China, presently favor off-grid systems. This trend could 
be a refl ection of their large rural populations, with developing countries 
adopting an approach to solar PV that emphasizes PV to fulfi ll basic de-
mands for electricity that are unmet by the conventional grid.

7.2.2.2 CONCENTRATED SOLAR POWER (CSP)

The CSP market first emerged in the early 1980s but lost pace in the 
absence of government support in the United States. However, a recent 
strong revival of this market is evident with 14.5 GW in various stages 
of development across 20 countries and 740 MW of added CSP capacity 
between 2007 and 2010 While many regions of the world, for instance, 
Southwestern United States, Spain, Algeria, Morocco, South Africa, Is-
rael, India and China, provide suitable conditions for the deployment of 
CSP, market activity is mainly concentrated in Southwestern United States 
and Spain, both of which are supported with favorable policies, invest-
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ment tax credits and feed-in tariffs (Wolff et al. 2008). Currently, several 
projects around the world are either under construction, in the planning 
stages, or undergoing feasibility studies and the market is expected to keep 
growing at a signifi cant pace (REN21, 2011).

7.2.2.3 SOLAR THERMAL FOR HEATING AND COOLING

The total area of installed solar collectors (i.e., non-electric solar thermal) 
amounted to 185 GWth by early 2010 (REN21, 2011). Of which China, 
Germany, Turkey and India accounted for 80.3%, 3.1%, 1.8% and 1.1% 
respectively. The remaining 13.7% was accounted for other 40 plus coun-
tries including the USA, Mexico, India, Brazil, Thailand, South Korea, 
Israel, Cyprus, Ethiopia, Kenya, South Africa, Tunisia, and Zimbabwe. 
Three types of solar collectors (i.e., unglazed, glazed flat-plate and evacu-

FIGURE 3: Installed Capacity of Solar Thermal Systems. Source: Weiss et al. (2005 to 
2011 Issues). WC is water collector and AC is air collector.
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ated tube) are found in the market. By the end of 2009, of the total installed 
capacity of 172.4 GWth, 32% was glazed flat-plate collectors; 56% was 
evacuated tube collectors; 11% was unglazed collectors; and the remain-
ing 1% was glazed and unglazed air collectors (Weiss et al., 2011).The 
market for solar cooling systems remains small although it is growing fast. 
An estimated 11 systems were in operation worldwide by the end of 2009 
(REN21, 2011). The use of solar thermal non-electric technologies var-
ies greatly in scale as well as type of technology preferred. For instance, 
the market in China; Taiwan, China; Japan; and Europe is dominated by 
glazed flat-plate and evacuated tube water collectors. On the other hand, 
the North American market is dominated by unglazed water collectors em-
ployed for applications such as heating swimming pools.

7.3 THE ECONOMICS OF SOLAR ENERGY

There is a wide variety of solar energy technologies and they compete in 
different energy markets, notably centralized power supply, grid-connect-
ed distributed power generation and off-grid or stand-alone applications. 
For instance, large-scale PV and CSP technologies compete with technol-
ogies seeking to serve the centralized grid. On the other hand, small-scale 
solar energy systems, which are part of distributed energy resource (DER) 
systems, compete with a number of other technologies (e.g., diesel genera-
tion sets, off-grid wind power etc.). The traditional approach for compar-
ing the cost of generating electricity from different technologies relies on 
the “levelized cost” method. The levelized cost (LCOE) of a power plant 
is calculated as follows:

where OC is the overnight construction cost (or investment without ac-
counting for interest payments during construction); OMC is the series of 
annualized operation and maintenance (O&M) costs; FC is the series of 
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annualized fuel costs; CRF is the capital recovery factor; CF is the capac-
ity factor; r is the discount rate and T is the economic life of the plant.

In this section, we discuss the economics of grid connected PV and CSP 
under various scenarios. One of the main challenges to the economic anal-
ysis of power generation technologies is the variation in cost data across 
technology type, size of plant, country and time. Since fuel costs are highly 
volatile and capital costs of solar technologies are changing every year, an 
economic analysis carried out in one year might be outdated the next year. 
Nevertheless, the analysis presented here could help illustrate the cost com-
petitiveness of solar energy technologies with other technologies at present.

We have taken data from various sources including Lazard (2009), 
NEA/IEA (2005, 2010), EIA (2007, 2009) and CPUC (2009). The data 
were available for different years, so we adjusted them using the GDP 
defl ator and expressed them in 2008 prices for our analysis. Moreover, the 
existing calculations of LCOE for a technology vary across studies as they 
use different economic lives, capacity factors and discount rates. Some 
studies account for fi nancial costs (e.g., taxes and subsidies) (Lazard, 
2009; CPUC, 2009), while others include only economic costs (NEA/IEA, 
2005, 2010). Therefore, we have taken the maximum and minimum values 
of overnight construction costs for each technology considered here from 
the existing studies to refl ect the variations in overnight construction costs, 
along with the corresponding O&M and fuel costs, and applied a uniform 
10% discount rate and 2.5% fuel price and O&M costs escalation rate to 
cost data from all the studies. Since our focus is on economic analysis, 
taxes, subsidies or any types of capacity credits are excluded. Please see 
Table 2 for key data used in the economic analysis.

Figure 4 presents the results of the levelized cost analysis. Although 
the costs of solar energy have come down considerably and continue to 
fall, the levelized costs of solar energy are still much higher compared to 
conventional technologies for electricity generation, with the exception 
of gas turbine. For example, the minimum values of levelized cost for 
solar technologies (US$192/MWh for PV and US$194/MWh for CSP) are 
more than four times as high as the minimum values of the levelized cost 
of supercritical coal without carbon capture and storage (US$43/MWh). 
Among renewable energy technologies, wind and hydropower technolo-
gies are far more competitive with fossil fuel and nuclear power plants.
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TABLE 2: Key Data Used in Economic Analysis 

Technology Overnight Construction 
Cost (US$/kW) 

Plant Economic 
Life (years) 

Capacity 
Factor (%) 

Source

Solar PV Min 2878 25 21 NEA/IEA

Max 7381 25 20 NEA/IEA

Solar CSP Min 4347 25 34 NEA/IEA

Max 5800 20 26 Lazard

Wind Min 1223 25 27 NEA/IEA

Max 3716 25 23 NEA/IEA

Gas CC Min 538 30 85 NEA/IEA

Max 2611 30 85 NEA/IEA

Gas CT Min 483 25 85 NEA/IEA 
(2005)

Max 1575 20 10 Lazard

Hydro Min 757 80 34 NEA/IEA

Max 3452 20 50 CPUC

IGCC w CSS* Min 3569 40 85 NEA/IEA

Max 6268 40 85 NEA/IEA

Supercritical^ Min 1958 40 85 NEA/IEA

Max 2539 40 85 NEA/IEA

Nuclear Min 3389 60 20 EIA

Max 8375 20 90 Lazard

Note: * IGCC with carbon capture and storage. ^Supercritical coal.

The difference between the minimum and maximum values for the level-
ized costs of solar energy technologies (and also other energy technologies) 
are wide due mainly to large variations in overnight construction costs and 
to different capacity factors. For example, the overnight construction costs 
of grid connected solar PV system vary from US$2,878/kW to US$7,381/
kW (NEA/IEA, 2010). Similarly, the overnight construction costs of CSP 
vary from US$4,347/kW (NEA/IEA, 2010) to US$5,800/kW (Lazard, 
2009). The capacity utilization factor of simple cycle gas turbine varies from 
10% (Lazard, 2009) to 85% (NEA/IEA, 2010). Furthermore, very different 
economic lives are assumed for hydro, coal and nuclear plants.
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FIGURE 5: Experience Curves of Renewable Electric Technologies
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It is also interesting to observe the contributions of various cost compo-
nents (e.g., capital, O&M and fuel costs) to levelized cost. While capital cost 
accounts for more than 80% of the levelized cost for renewable energy tech-
nologies, it accounts for less than 60% in conventional fossil fuel technolo-
gies (e.g., coal, gas combined cycle). Fuel costs are the major components 
in most fossil fuel technologies

Using the concept of experience or learning curves which plot cost as 
a function of cumulative production on a double-logarithmic scale, imply-
ing a constant relationship between percentage changes in cost and cumu-
lative output11, existing studies (e.g., Kannan et al., 2006; Hertlein et al., 
1991; EWEA, 2008; Ackerman and Erik, 2005; Dorn, 2007, 2008; Neij, 
2008), expect signifi cant reductions in the capital costs of solar energy 
technologies (see Figure 5a). The cost of solar PV has been declining rap-
idly in the past, compared not only to conventional technologies such as 
coal and nuclear, but also to renewable technology such as wind. The 2011 
Special Report on Renewable Energy Carried out by Intergovernmental 
Panel on Climate Change (Arvizu et. al (2011) has also demonstrates re-
duction in costs of solar and wind power along with their cumulative in-
stalled capacity (see Figure 5b). The “learning rate” of solar PV, CSP and 
wind are 21%, 7%, and 8%, respectively (Nemet, 2007; Beinhocker et al., 
2008).

Considering the declining trend of capital costs as discussed above, we 
analyzed the levelized costs of solar energy technologies when their capi-
tal costs drop by 5% to 25% from the present level. Figure 6 shows how 
the levelized cost of solar thermal trough, solar thermal tower, photovolta-
ic thin-fi lm and photovoltaic crystalline would decline if their capital cost 
requirements were to fall by up to 25% and how those costs would com-
pare to the maximum levelized costs of traditional electricity generation 
plants. As illustrated in the fi gure, the minimum values of levelized cost of 
any solar technologies, including tower type CSP, which is currently the 
least costly solar technology, would be higher than the maximum values 
of levelized costs of conventional technologies for power generation (e.g., 
nuclear, coal IGCC, coal supercritical, hydro, gas CC) even if capital costs 
of solar energy technologies were reduced by 25%.
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FIG
U

R
E 6: Sensitivity of levelized costs of solar technologies to their capital cost reduction
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Since fossil fuels such as coal and gas produce negative externalities 
at the local level (e.g., local air pollution) as well at the global level (e.g., 
GHG emissions), whereas solar energy technologies do not, it would be 
unfair to compare solar energy technologies with fossil fuel technologies 
without accounting for those externalities. Hence, we further analyze the 
levelized costs of electricity generation technologies, developing a frame-
work to capture some of those external costs. The framework accounts for 
the environmental damage costs of fossil fuels, particularly climate change 
damage costs. Damage costs of local air pollution are not included due to 
a lack of data. Since obtaining actual values of damage costs of emissions 
from different fossil fuel technologies is highly complex, we employed a 
sensitivity analysis by considering various values of damage costs ranging 
from US$0/tCO2 to US$100/tCO2. Figure 7 plots the levelized costs of 
various technologies against the climate change damage costs. The fi gure 
demonstrates that the minimum values of levelized costs of solar energy 
technologies would be higher than the maximum values of the levelized 
costs of fossil fuel technologies even if the climate change damage costs 
of 100/tCO2 are imputed to fossil fuel technologies. In other words, even 
if we assign a climate change damage cost of US$100/tCO2 to fossil fuel 
technologies, solar energy technologies would still presently be economi-
cally unattractive as compared to fossil fuel technologies.

The analysis above shows that climate change mitigation benefi ts 
would not be suffi cient to make solar energy technologies economically 
attractive. However, solar energy technologies also provide additional ben-
efi ts, which are not normally excluded from traditional economic analysis 
of projects. For example, as a distributed energy resource available near-
by load centers, solar energy could reduce transmission and distribution 
(T&D) costs and also line losses. Solar technologies like PV carry very 
short gestation periods of development and, in this respect, can reduce 
the risk valuation of their investment (Byrne et al., 2005b). They could 
enhance the reliability of electricity service when T&D congestion occurs 
at specifi c locations and during specifi c times. By optimizing the location 
of generating systems and their operation, distributed generation resourc-
es such as solar can ease constraints on local transmission and distribu-
tion systems (Weinberg et al., 1991; Byrne et al., 2005b). They can also 
protect consumers from power outages. For example, voltage surges of a 
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mere millisecond can cause “brownouts,” causing potentially large losses 
to consumers whose operations require high quality power supply. They 
carry the potential to signifi cantly reduce market uncertainty accompany-
ing bulk power generation. Because of their modular nature and smaller 
scale (as opposed to bulk power generation), they could reduce the risk 
of over shooting demand, longer construction periods, and technological 
obsolescence (Dunn, 2000 quoted in Byrne et al., 2005b: 14). Moreover, 
the peak generation time of PV systems often closely matches peak loads 
for a typical day so that investment in power generation, transmission, and 
distribution may be delayed or eliminated (Byrne et al., 2005b). However, 
developing a framework to quantify all these benefi ts is beyond the scope 
of this study.

FIGURE 7: Economic attractiveness of solar technologies when environmental damages of 
fossil fuel technologies are accounted
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7.4 ESTIMATED FUTURE GROWTH OF SOLAR ENERGY AND 
BARRIERS TO REALIZING GROWTH

Advocates of solar energy claim that it will play a crucial role in meeting 
future energy demand through clean energy resources. Existing projec-
tions of long-term growth (e.g., until 2050) of solar energy vary widely 
based on a large number of assumptions. For example, Arvizu et al. (2011) 
argue that expansion of solar energy depends on global climate change 
mitigation scenarios. In the baseline scenario (i.e., in the absence of cli-
mate change mitigation policies), the deployment of solar energy in 2050 
would vary from 1 to 12 EJ/yr. In the most ambitious scenario for climate 
change mitigation, where CO2 concentrations remain below 440 ppm by 
2100, the contribution of solar energy to primary energy supply could 
reach 39 EJ/yr by 2050.

EPIA/Greenpeace (2011) produces the most ambitious projections of 
future PV installation. The study argues that if existing market supports 
are continued and additional market support mechanisms are provided, a 
dramatic growth of solar PV would be possible, which will lead to world-
wide PV installed capacity rising from around 40 GW in 2010 to 1,845 
GW by 2030. The capacity would reach over 1000 GW in 2030 even with 
a lower level of political commitment.

A study jointly prepared by Greenpeace International and the Euro-
pean Renewable Energy Council (Teske et al., 2007) projects that installed 
global PV capacity would expand to 1,330 GW by 2040 and 2,033 GW by 
2050. A study by the International Energy Agency (IEA, 2008) estimates 
solar power development potential under two scenarios that are differen-
tiated on the basis of global CO2 emission reduction targets. In the fi rst 
scenario, where global CO2 emissions in 2050 are restricted at 2005 level, 
global solar PV capacity is estimated to increase from 11 GW in 2009 to 
600 GW by 2050. In the second scenario, where global CO2 emissions are 
reduced by 50% from 2005 levels by 2050, installed capacity of solar PV 
would exceed 1,100 GW in 2050.

Like solar PV, projections are available for CSP technology. A joint 
study by Greenpeace, the European Solar Thermal Power Industry (ES-
TIA) and the International Energy Agency projects that global CSP capac-
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ity would expand by one hundred-fold to 37 GW by 2025 and then sky-
rocket to 600 GW by 2040 (Greenpeace et al., 2005). Teske et al. (2007) 
project that global CSP capacity could reach 29 GW, 137 GW and 405 GW 
in 2020, 2030 and 2050, respectively. IEA (2008) projects that CSP capac-
ity could reach 380 GW to 630 GW, depending on global targets for GHG 
mitigation. In the case of solar thermal energy, the global market could ex-
pand by tenfold to approximately 60 million tons of oil equivalent (Mtoe) 
by 2030 (IEA World Energy Outlook 2006). A more optimistic scenario 
from the European Renewable Energy Council (2004) projects that solar 
thermal will grow to over 60 Mtoe by 2020, and that the market will con-
tinue to expand to 244 Mtoe by 2030 and to 480 Mtoe, or approximately 
4% of total global energy demand, by 2040. It would be also relevant to 
envisage the contribution of solar energy to the global energy supply mix. 
According to EREC (2004), renewable energy is expected to supply nearly 
50% of total global energy demand by 2040. Solar energy alone is project-
ed to meet approximately 11% of total fi nal energy consumption, with PV 
supplying 6%, solar heating and cooling supplying 4% and CSP supplying 
1% of the total. Shell (2008) shows that if actions begin to address the 
challenges posed by energy security and environmental pollution, sources 
of energy other than fossil fuels account for over 60% of global electric-
ity consumption, of which one third comes from solar energy. In terms of 
global primary energy mix, solar energy could occupy up to 11% by 2050.

Notwithstanding these optimistic projections, the existing literature 
identifi es a range of barriers that constrains the deployment of solar en-
ergy technologies for electricity generation and thermal purposes. These 
barriers can be classifi ed as technical, economic, and institutional and are 
presented in Table 3. Technical barriers vary across the type of technol-
ogy. For example, in the case of PV, the main technical barriers include 
low conversion effi ciencies of PV modules; performance limitations of 
system components such as batteries and inverters; and inadequate supply 
of raw materials such as silicon. In the case of stand-alone PV systems, 
storage is an important concern, as is the shorter battery life compared to 
that of the module. Furthermore, safe disposal of batteries becomes dif-
fi cult in the absence of a structured disposal/recycling process. With re-
gard to solar thermal applications, there are two main technical barriers. 
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They are limits to the heat carrying capacity of the heat transfer fl uids and 
thermal losses from storage systems (Herrmann et al. 2004; IEA 2006a). 
In addition, as seen in Table 3, there are constraints with regard to system 
design and integration as well as operating experience for system optimi-
zation. For example, lack of integration with typical building materials, 
designs, codes and standards make widespread application of solar space 
and water heating applications diffi cult. In the case of CSP, technologies 
such as the molten salt-in-tube receiver technology and the volumetric air 
receiver technology, both with energy storage systems, need more experi-
ence to be put forward for large-scale application (Becker et al., 2000). 
Moreover, solar energy still has to operate and compete on the terms of an 
energy infrastructure designed around conventional energy technologies.

The economic barriers mainly pertain to initial system costs. Cost com-
parisons for solar energy technologies by suppliers and users are made 
against established conventional technologies with accumulated industry 
experience, economies of scale and uncounted externality costs. Solar 
energy technologies thus face an “uneven playing fi eld,” even as its en-
ergy security, social, environmental and health benefi ts are not internal-
ized in cost calculations (Jacobson & Johnson, 2000). Financing is another 
critical barrier. Financial institutions consider solar energy technologies 
to have unusually high risks while assessing their creditworthiness. This 
is because solar energy projects have a shorter history, lengthy payback 
periods and small revenue stream (Goldman et al., 2005; Chaki, 2008). 
This implies higher fi nancial charges (e.g., interest rates) to solar energy 
projects.

Aside from economic and technical constraints, PV and solar thermal 
technologies face institutional barriers that refl ect considerably the nov-
elty of the technologies. They range from limited capacities for workforce 
training, to mechanisms for planning and coordinating fi nancial incentives 
and policies. Inadequate numbers of suffi ciently trained people to prepare, 
install and maintain solar energy systems is another common barrier. In 
India, for example, the country invested in the training of nuclear physi-
cists and engineers since its independence, while similar requirements for 
renewable technologies were ignored (Banerjee, 2005).

In some instances, existing laws and regulations could constrain 
the deployment of solar energy. For example, some applications of 
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small-scale PV systems have had to overcome, cumbersome and 
inappropriate‟interconnection requirements, such as insurance, metering 
and billing issues, in order to sell excess power generation back into the 
grid (Florida Solar Energy Center, 2000). However, these potential con-
straints can become binding only when other policies in place induce or 
require use of solar energy in order to overcome its higher cost. Even 
if interconnection were to be simplifi ed, grid based electricity suppliers 
would still have to address challenges of integrating signifi cant quantities 
of episodic, non-dispatchable solar power into the grid (or the high cost of 
current storage options).

7.5 POTENTIAL POLICY INSTRUMENTS TO INCREASE SOLAR 
ENERGY DEVELOPMENT

As illustrated earlier, by and large solar energy technologies are not yet 
cost-competitive with conventional energy commodities at either the 
wholesale or retail levels. Therefore, any significant deployment of solar 
energy under current technological and energy price conditions will not 
occur without major policy incentives. A large number of governments 
have decided to increase solar energy development, using a range of fi s-
cal, regulatory, market and other instruments. In fact, the strong growth in 
solar energy markets, notably those for grid-connected solar PV and solar 
thermal water heating, has been driven by the sustained implementation 
of policy instruments in Europe, the United States and some developing 
countries to induce or require increased use of solar power.

This section briefl y presents key characteristics of policy instruments 
that support solar energy for both electric and direct heating applications. 
A large number of policy instruments have been implemented to increase 
power supplies from solar PV and CSP. The key instruments we high-
light here include feed-in-tariffs, investment tax credits, direct subsidies, 
favorable fi nancing, mandatory access and purchase, renewable energy 
portfolio standards and public investment. Three rationales are commonly 
offered for utilizing these policies. One is to encourage the use of low-car-
bon technology in the absence of a more comprehensive policy for green-
house gas mitigation, like a carbon tax. The disadvantage of this approach 
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for greenhouse gas mitigation is that it does not create incentives for cost-
effective mitigation choices. The second rationale is that expanded in-
vestments will ultimately help drive down the costs of those technologies 
through economies of scale and learning-by-doing. There is clear evidence 
that scaling-up has driven down unit costs for PV, though not yet to the 
point that it is cost-effective with conventional alternatives in most cases. 
CSP is still relatively a pioneer technology with only a few medium-scale 
investments and no larger-scale investments, though some are planned. It 
remains to be seen how scale economies and learning-by-doing will lower 
its costs. The third and most unambiguous rationale is that subsidization 
of small-scale, off-grid PV (and other renewable energy sources) to bring 
electricity to remote and poor areas lacking access is a powerful force for 
stimulating economic development.

7.5.1. FEED-IN-TARIFF

Feed-in-tariff (FiT) refers to a premium payment to new and renewable 
energy technologies which are relatively expensive or thus not competi-
tive with conventional technologies for electricity generation. The tariff is 
based on the cost of electricity produced, including a reasonable return on 
investment for the producer. It thus reduces the risk to potential investors 
for long-term investments in new and innovative technologies. This policy 
has been implemented in more than 75 jurisdictions around the world as 
of early 2010, including in Australia, EU countries, Brazil, Canada, China, 
Iran, Israel, the Republic of Korea, Singapore, South Africa, Switzerland, 
the Canadian Province of Ontario and some states in the United States 
(REN21, 2010). FIT has played a major role in boosting solar energy in 
countries like Germany and Italy, which are currently leading the world in 
solar energy market growth. Mendonça and Jacobs (2009) argue that FIT 
promotes the fastest expansion of renewable electric power at the lowest 
cost by spreading the costs among all electric utility customers. A study 
evaluating renewable energy policies in EU countries found that the FIT 
is the most effective policy instrument to promote solar, wind and biogas 
technologies (CEC, 2008).
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FiTs cover all types of solar energy technologies (e.g., small residential 
rooftop PV to large scale CSP plants). The tariffs, however, differ across 
countries or geographical locations, type and size of technology.

For example, German feed-in payments are technology- and scale- spe-
cifi c. It is subdivided by project size, with larger projects receiving a lower 
feed-in tariff rate in order to account for economies of scale, and by project 
type, with freestanding systems receiving a low FiT (Sösemann, 2007). 
The current FITs for solar PV in Germany are 0.43€/kWh for rooftop ca-
pacity less than 30 kW; 0.41€/kWh for rooftop capacity between 30 kW 
and 100 kW; 0.39€/kWh for rooftop capacity between 100 kW and 1MW; 
0.33€/kWh for rooftop capacity greater than 1 MW; and 0.32€/kWh for 
free-standing units (IEA, 2011). Each tariff is eligible for a 20-year fi xed-
price payment for every kilowatt-hour of electricity generated. Germany's 
FIT assessment technique is currently based on a “corridor mechanism” 
(EPIA/Greenpeace, 2011).

This mechanism sets a PV capacity installation growth path which is 
dependent on the PV capacity installed the year before, and results in a de-
crease or an increase of the FIT rates according respectively to the percent-
age that the corridor path was exceeded or unmet. As PV capacity installa-
tions were superior than planned by government in 2010, the FIT rates were 
decreased by 13% on January 1st, 2011 to refl ect the decrease in PV costs.

The FiT is regarded as the key driver for recent growth of grid con-
nected solar power, both CSP and grid connected PV. However, some ex-
isting studies, such as Couture and Cory (2009), identify several concerns 
with the FiT. FITs put upward pressure on electricity rates, at least in the 
near to medium term in order to signifi cantly scale up the deployment of 
such technologies. FiT policies guaranteeing grid interconnection, regard-
less of location on the grid, increase transmission costs if projects are sited 
far from load centers or existing transmission or distribution lines. Simi-
larly, FiT policies designed to periodically adjust to account for changes 
in technology costs and market prices over time pose a challenge with 
respect to balancing the purpose of the tariff—increasing utilization of the 
benefi ciary technologies—and fi scal cost, especially as the authorities can 
only guess at the appropriate tariff adjustments. Changing payment levels 
increase uncertainties to investors, and political pressures to hold down 
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payments increase overall market risk. In Germany, for example, there 
was political pressure to cap the policy or speed its rate of decline (Frondel 
et al., 2008; Podewils, 2007).

7.5.2 INVESTMENT TAX CREDITS

Different types of investment tax credits have been implemented in sev-
eral jurisdictions around the world to support solar energy. In the United 
States, for example, the federal government provides an energy invest-
ment tax credit for solar energy investments by businesses equal to 30% 
of expenditures on equipment to generate electricity, to heat or cool and 
on hybrid solar lighting systems. Besides the investment tax credit, the US 
federal government provides an accelerated cost-recovery system through 
depreciation deductions: solar energy technologies are classifi ed as fi ve-
year property. In addition, the federal Economic Stimulus Act of 2008, 
enacted in February 2008, and the American Recovery and Reinvestment 
Act of 2009, enacted in February 2009, provide a 50% bonus depreciation 
to solar energy technologies implemented between 2008 and September 
2010 and 100% bonus depreciation to solar energy technologies placed in 
service after September 2010. Residential tax payers may claim a credit 
of 30% on qualifi ed expenditures on solar energy equipment (e.g., labor 
costs for onsite preparation, assembly or original system installation). If 
the federal tax credit exceeds tax liability, the excess amount may be car-
ried forward to the succeeding taxable year until 2016.

The 30% federal tax credits have provided signifi cant leverage to solar 
energy development in the United Sates, where state governments have 
further supplemented federal tax incentives with their own programs. 
For example, the one megawatt CSP project (Sugarno project) installed 
by Arizona Public Service (APS) in 2006, and the 64 MW Nevada Solar 
One parabolic trough CSP installed in Boulder City, Nevada in 2007 have 
largely benefi ted from the federal tax credit scheme (Canada et al., 2005).

In Bangladesh, the primary driver of the PV market is microcredit fi -
nance that led to the substantial growth of privately owned Solar Home 
Systems (SHS) (IDCOL 2008).
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Investment tax credits schemes are criticized for their impacts on gov-
ernment revenues. For example, the investment tax credits in the United 
States would cost approximately US $907 million over 10 years (Renew-
able Energy World, July 31, 2008). The tax rebate system in New Jersey 
would cost $500 million annually to reach the goal; to avoid such high 
costs, the State Government decided that only systems 10 kW and smaller 
would qualify for rebates, and systems larger than 10 kW would have to 
compete in a tradable solar renewable energy credit (SREC) market (Win-
ka, 2006).

7.5.3 SUBSIDIES

Direct subsidies (versus tax credits) are a primary instrument to support 
solar energy development in most countries. The subsidy could be invest-
ment grants or capacity payments, soft loans (e.g., interest subsidies), or 
output or production based payments. The Spanish government launched 
a program to provide grants of between €240.40/m2 and €310.35/m2 in 
2000 to solar thermal technologies. In India, capital subsidies initially 
used, were funded either through donor or government funds. Solar hot 
water systems, solar cooking systems and concentrating solar cookers re-
ceive capital subsidies of, respectively, Rs. 1,500, Rs.1,250 and Rs.2000 
per square meter. The primary reliance on capital subsidies was criticized 
because it incentivized capacity and not necessarily production (Sharma, 
2007). In response to these changes, government policy for PV in India 
has recently been revised. Currently, a production-based subsidy offered 
by the government has been supplemented by a combined feed-in-tariff of 
about Rs. 15/kWh for solar PV and solar thermal projects commissioned 
after March 31st, 2011, for up to 25 years (CERC, 2010). Remote village 
electrifi cation programs receive even higher levels of subsidies. One such 
program that aims to establish a single light solar PV system in all non-
electrifi ed villages in India by 2012 has 90% of the system cost covered by 
the government subsidy. In the case of below poverty line (BPL) families, 
100% of the system cost will be underwritten by the state governments 
(MNRE, 2006).
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The rebate program for solar PV in California under the California Solar 
Initiative (CSI) is another example of a subsidy scheme for solar energy. 
The goal of the $3.3 billion CSI program is to support the development 
of 3,000 MW of PV in California by 2017 using rebates, also known as 
Expected Performance-Based Buy-Down (EPBB) based on performance-
based incentives (PBI). For systems 50 kW and smaller, the buy-down level 
is calculated based on expected system performance, taking location and 
other factors into account. The better the system is projected to perform, 
the higher the rebate it receives. The level of Buy-Down starts at $2.80 per 
Watt for the private sector as well as for the public sector and non-profi t or-
ganizations, which cannot take advantage of the federal tax credit. The rate 
declines when certain blocks of capacity are reached. Systems over 50 kW 
are eligible for a fi ve-year PBI which declines in steps similar to the EPBBs. 
Production incentives of $0.39/kWh for private sector organizations and 
$0.50/kWh for non-profi t and public sector organizations also are offered. 
Preliminary results indicate that the ambitious target set under the CSI can 
be reached (CPUC, 2011) with 506 MW already installed by April 2011 and 
another 403 MW pending. Progress has been most impressive in the residen-
tial sector while progresses are slower for the non-residential sector. Previ-
ous experience with the program indicated that it would have some trouble 
achieving its targets without programmatic adjustments (Harris and Moyna-
han, 2007); however, an increasing rate of new solar installation since 2008 
put the program back on track. Although the CSI declines were built into the 
program to induce efforts to reduce PV costs, it is diffi cult to match incen-
tive schedules to experience curves (Alsema et al., 2004), and the CSI incen-
tives declined far faster than the 7% annually projected by the program (Go 
Solar California, 2008). As a result, it remains to be seen whether incentive 
levels will be too low to sustain market growth in the future, and whether the 
market will be able to force installation costs low enough to supply attrac-
tive systems to customers (Hering, 2008b).

7.5.4 RENEWABLE ENERGY PORTFOLIO (RPS)

Many countries, particularly developed countries, have set penetration tar-
gets for renewable energy in total electricity supply mix at the national 
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or state/provincial levels. To meet the targets, electricity suppliers (e.g., 
utilities, distributors) are required to have certain percentage of their elec-
tricity supply coming from renewable energy sources. These standards are 
commonly known as renewable energy portfolio standards (RPS). The 
standards can be supplemented with a trading regime where utilities with 
limited renewable electricity content in their overall supply portfolio, and 
high cost for renewable energy expansion, can meet their obligation by 
buying certificates from those with higher renewable electricity content 
or lower cost of expansion, as illustrated by Tradable Green Certificate 
(TGC) schemes in Europe. In the United States, 31 out of 50 States have 
introduced RPS. The standards range from 10% to 40% (Hawaii by 2030). 
Several states have created an RPS with specific standards for solar en-
ergy. The New Jersey RPS required that 6.8% of the electricity sold in the 
state be renewable by 2008, of which 0.16% was to come from PV. This 
created a stand-alone market for solar renewable energy credits (SRECs), 
whose market price was capped through the use of an “alternative compli-
ance payment” (ACP) of $300/MWh. In 2010, New Jersey revised its RPS 
to require 20.38% of its electricity to come from renewables by 2021. In 
addition, 2,518 GWh from in-state solar electric facilities must be gener-
ated in 2021 and 5,316 GWh in 2026 (DSIRE, 2011). Similarly, Nevada‟s 
RPS mandates that 20% of state electricity come from renewable resource 
by 2015. Of that, 5% must come from solar power (NREL, 2008). RPS 
contributed substantially to the realization of large scale CSP plants, such 
as the 500 MW CSP project in the Imperial Valley in California.

7.5.5 FINANCING FACILITATION

In India, the Shell Foundation worked with two leading banks in India, viz. 
Canara Bank and Syndicate Bank, to develop renewable energy financing. 
This initiative helped the banks put in place an interest rate subsidy, mar-
keting support and vendor qualification process. Using the wide network 
of their branches, the interest subsidies were made available in over 2,000 
branch offices in the two states of Kerala and Karnataka. Within two and 
half years, the programs had financed nearly 16,000 solar home systems, 
and the subsidies were gradually being phased out. Whereas in 2003 all 
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sales of PV home systems were on a cash and carry basis, by 2006, 50% 
of sales were financed (Usher and Touhami, 2006).

In Bangladesh, the Rural Electrifi cation and Renewable Energy Devel-
opment Project established microcredit fi nanced facilities that resulted in 
the installation of over 970,000 solar-home systems (SHS) between 2003 
and May 2011. Having exceeded its expectations, the program now has a 
target of 1 million SHS systems by 2012 (Uddin and Taplin 2008). This 
model has been built on the microcredit banking system pioneered by Gra-
meen Bank and now adopted by numerous organizations (IDCOL 2008).

The Spanish government launched a program of low-interest loans for 
solar thermal applications (7-year loans with interest rates at 2%-3.5% 
below commercial rates) in 2003 (Institut Català d‟Energia, 2003).

7.5.6 PUBLIC INVESTMENT

One of the main drivers of solar energy development in developing coun-
tries continues to be direct public investment. Many developing countries 
host a number of government and/or donor-funded projects to support so-
lar energy under their rural electrification programs. The rapid develop-
ment of the PV industry and market in China is mainly due to government 
support, implemented through a number of rural electrification programs. 
National and local levels programs for rural electrification were the major 
driving force for solar PV market expansion in China in the late 1990s 
and early 2000s. The major programs supporting PV programs are Bright-
ness Program Pilot Project, Township Electrification Programs, and China 
Renewable Energy Development Project. The Brightness Program Pilot 
Project, launched in 2000, plans to provide electricity to 23 million people 
in remote areas by 2010, using 2,300 MW of wind, solar PV, wind/PV hy-
brid and wind/PV/diesel hybrid systems. Inner Mongolia, Gansu and Tibet 
were selected as pilot provinces, and a RMB 40 million grant was allo-
cated for the project (Ma, 2004). The Township Electrifi cation Programs, 
launched in 2002, installed 268 small hydro stations and 721 PV, or PV/
wind hybrid systems by 2005 (PMO, 2008). The overall investment was 
RMB 2.7 billion, and 15.3 MWp of PV systems were installed during the 
life of the program. The China Renewable Energy Development Project 
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(REDP), also launched in 2002 and supported by a GEF grant, provided 
a direct subsidy of US$1.5 per Wp to PV companies to help them market, 
sell and maintain 10 MWp of PV systems in Qinghai, Gansu, Inner Mon-
golia, Xinjiang, Tibet and Sichuan.

Developing countries initiated programs with the help of bilateral and 
multilateral donor agencies are mainly facilitating solar energy develop-
ment in developing countries. For example, the World Bank has launched a 
rural power project in the Philippines, aimed at the installation of 135,000 
solar systems; totaling 9 MW installed capacity. In addition, the Inter-
national Finance Corporation fi nished a 1 MW grid-tied PV with hydro 
hybrid project in the Philippines (Prometheus Institute, 2007).

In the United States, the federal Energy Policy Act of 2005 established 
Clean Energy Renewable Bonds (CREBs) as a fi nancing mechanism for 
public sector renewable energy projects. This legislation originally allo-
cated $800 million of tax credit bonds to be issued between January 1, 
2006, and December 31, 2007. The Energy Improvement and Extension 
Act of 2008 allocated $800 million for new CREBs. The American Recov-
ery and Reinvestment Act of 2009 has allocated an additional $1.6 billion 
for new CREBs, thereby increasing the size of new CREB allocation to 
$2.4 billion. In October 2009, the Department of Treasury announced the 
allocation of $2.2 billion in new CREBs for 805 projects across the coun-
try. CREBs may be issued by electric cooperatives, government entities 
(states, cities, counties, territories, Indian tribal governments or any politi-
cal subdivision thereof) and by certain lenders. Moreover, the U.S. Depart-
ment of Agriculture established the Rural Energy for America Program 
(REAP), which provides grants and loan guarantees for investments in re-
newable energy systems, energy effi ciency improvements and renewable 
energy feasibility studies. A funding of $255 million has been allocated 
under this program for the 2009-2012 period.

7.5.7 NET METERING

Net metering is the system where households and commercial establish-
ments are allowed to sell excess electricity they generate from their solar 
systems to the grid. It has been implemented in Australia, Canada, United 
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States and some European countries including Denmark, Italy and Spain. 
In the US, for example, most net metering programs are limited to renew-
able energy facilities up to 10 kW. In California it could reach up to 1 MW. 
In Canada, it goes up to 100 kW in Prince Edward Island and 500 kW in 
Ontario. Most programs only require purchases up to the customer‟s total 
annual consumption, and no payment is offered for any electricity gener-
ated above this amount. They receive the retail tariff for their output.

7.5.8 OTHER GOVERNMENT REGULATORY PROVISIONS

In many countries, governments have introduced laws mandating trans-
mission companies and electricity utilities to provide transmission or pur-
chase electricity generated from renewable energy technologies, including 
solar. In January 2006, China, for example, issued the Renewable Energy 
Law, mandating utility companies to purchase “in full amounts” renew-
able energy generated electricity within their domains at a price that in-
cludes production cost plus a reasonable profit. The extra cost incurred by 
the utility will be shared throughout the overall power grid (GOC, 2005). 
Similarly, in Germany, all renewable energy generators are guaranteed to 
have priority access to the grid. Electric utilities are mandated to purchase 
100% of a grid-connected PV system's output, regardless of whether the 
system is customer-sited or not.

Government regulations mandating installation of solar thermal sys-
tems is the main policy driver for the development of solar thermal appli-
cations in many countries (e.g., Spain, Israel). Israel has had a solar water 
heating obligation for new construction in place since the 1980s, but it 
did not spread to other countries immediately. In the late 1990s, the City 
of Berlin proposed to create a similar solar water heating mandate, but 
was unsuccessful in its attempt. The Spanish city of Barcelona, however, 
adapted the proposed Berlin mandate, and passed an ordinance in July, 
1999, requiring that all new construction or major renovation projects be 
built with solar water heating (Schaefer, 2006). The original ordinance, 
which targeted only certain building subsets, such as residential buildings, 
hotels, and gymnasiums, required that at least 60% of the hot water load 
be supplied by solar energy. The “Barcelona model” was adopted by 11 
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other Spanish cities by 2004 (Pujol, 2004), including Madrid, and in 2006, 
Spain passed a national law requiring solar water heating on new construc-
tion and major renovations (ESTIF, 2007).

In China, the Renewable Energy Law requires the government to for-
mulate policies that guide the integration of solar water heaters (SWH) 
and buildings; real estate developers to provide provisions for solar energy 
utilization; and residents in existing buildings to install qualifi ed solar en-
ergy systems if it does not affect building quality and safety (GOC, 2005). 
In regions with high solar radiation, hot water intensive public buildings 
(such as schools and hospitals) and commercial buildings (such as hotels 
and restaurants) will be gradually mandated for SWH installation. New 
buildings will need to reserve space for future SWH installation and pip-
ing (NDRC, 2008). At provincial and local levels, the governments have 
issued various policies for SWH promotion; for instance, Jiangsu, Gansu 
and Shenzhen require buildings of less than 12 fl oors to be equipped with 
solar water heaters (Hu, 2006 & 2008).

7.6 IMPLEMENTATION OF POLICIES TO INCREASE SOLAR 
ENERGY DEVELOPMENT

7.6.1 POLICY MIX

The policy landscape for solar energy is complex with a broad range of 
policy instruments driving market growth. The rapid market growth of 
solar energy in Germany and Spain could be attributed to the feed-in-tariff 
systems that guarantee attractive returns on investment along with the reg-
ulatory requirements mandating 100% grid access and power purchase. On 
the other hand, federal and state incentives, along with regulatory mecha-
nisms such as RPS, get credit for the rapid deployment of solar energy in 
the United States. In both markets, the policy landscape is in a transitional 
phase. In Germany, the FiT level is being reduced, whereas in the United 
States, upfront incentives are being shifted toward performance-based in-
centives. It is, however, uncertain if the transition will produce expected 
results. The decrease in the FiT, the primary basis for investors' confi -
dence, could drive investors away from solar energy markets.
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The rapid growth of the grid-connected PV and CSP market is largely 
attributed to a policy suite that guarantees attractive returns on invest-
ment, along with regulatory requirements such as grid connectivity and 
power purchase commitments required to motivate investments. While 
FITs played an instrumental role in Germany and Italy, a mix of policy 
portfolios that includes federal tax credits, subsidies and rebates, RPS, net 
metering and renewable energy certifi cates (REC ) facilitated solar energy 
market growth in the United States. Similarly, New Jersey developed a 
policy mix that combined a broad range of federal and state incentives to 
drive rapid market growth: a policy portfolio consisting of RPS, federal tax 
credits, grants, drove the rapid growth of the PV market in New Jersey. In 
the Southwest United States, the combination of excellent solar resources, 
the 30% federal tax credit, and RPS policies has resulted in a rebirth of 
solar thermal electric generation. In two of the three states exploring solar 
thermal electric, the existence of a solar- or distributed generation-specifi c 
RPS tier has also played a role in increasing project development.

The capital subsidy was the predominant policy instrument early on in 
India, but a mix of policy instruments, such as, subsidies, fi scal incentives, 
preferential tariffs, market mechanisms and legislation, were encouraged 
later for the deployment of solar energy (MNRE, 2006). For instance, in 
2004-05, the subsidy for the solar photovoltaic program varied between 
50% and as high as 90% for the “special category states and islands.” Sim-
ilarly, the subsidy for solar photovoltaic water pumping was Rs. 100/Wp 
and as much as Rs. 135/W in the special category states (Banerjee, 2005). 
The growing role of private fi nance has reduced the role of fi scal policy 
drivers in the overall fi nancing mix for solar power, and capital subsidies 
have been ratcheted down substantially, except in exceptional cases such 
as “remote villages and hamlets.” India now relies on a mix of mecha-
nisms including various tax and generation-based incentives, renewable 
purchase obligations, capital subsidies and accelerated depreciation. Yet, 
the accumulation of incentive programs and the failure to coordinate them 
is thought to hinder the development of renewable energy resources in 
India as it results in unnecessary delays and confl icts (ESMAP, 2011a).

In the Philippines, the portfolio of policy instruments includes duty-
free importation of equipment, tax credits on domestic capital equipment 
and services, special realty tax rates, income tax holidays, net operating 
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loss carry-over, accelerated depreciation and exemption from the univer-
sal charge and wheeling charges (WWF, 2008).

7.6.2 IMPLEMENTATION CHALLENGES

Sensitivity to policy costs is more significant in developing country mar-
kets such as India, China, Brazil, Philippines and Bangladesh than in 
more developed economies. Thus, a common approach toward renewable 
energy technologies, seen in developing countries, is to “rationalize de-
velopment and deployment strategy” (MNRE 2006) of renewable energy 
technologies. For instance, India planned in its eleventh Five-Year plan 
(2007-2012) to install 15,000 MW of grid-connected renewable energy 
and it was widely believed that this market expansion would be driven 
by wind, micro-hydro and biomass, as the plan recognized that solar PV 
would be an option only if the prices come down to levels comparable to 
micro-hydro.

More recently, the National Solar Mission promoting solar power in 
India has been launched. The fi rst phase (2009-2013) targets increases in 
the utility grid power from solar sources, including CSP, by over a 1 GW 
(ESMAP, 2011a). By 2022, 20 GW of solar capacity is to be added in 
India. The approach to the renewable energy mix in China, Philippines 
and Bangladesh represents similar priorities of rationalizing the policy 
costs. In Brazil, as in other developing countries, the minimal policy cost 
is ensured via technology-specifi c and reserve energy auctions (ESMAP, 
2011b) as the cheapest renewable energy projects are implemented fi rst.

Solar PV is recognized as serving a niche market that is very important 
in developing countries—electrifi cation of rural and peri-urban areas that 
do not yet have access to the electri grid. There are vigorous efforts to ex-
pand the market for Solar Home Systems (SHS) as a means toward rural 
electrifi cation. However, rural and peri-urban areas are characterized by 
low income households that may not be able to afford solar energy tech-
nologies unless they are substantially subsidized. Until now, the approach 
is to provide subsidies either via government funds or through interna-
tional donors. However, a subsidy is a short-term support, not a long-term 
solution.
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CSP and solar water heating are comparatively cheaper than solar PVs. 
These could be cost competitive with conventional fuels if existing sub-
sidies to the latter are reduced or removed. However, fossil fuel subsidies 
are politically sensitive in many countries and their removal might take 
time. Thus far, CSP has not found much success in a developing country 
context. Unlike Solar PV, CSP is limited to utility scale applications and 
as such is often out of consideration in the traditional utility generation 
market due to current prices. Thus, developing country governments have 
adopted a cautious policy approach to this market, focusing more on pilot 
scale projects, as with grid-connected solar PV. Through its National Solar 
Mission, India is the fi rst developing country to take a step towards the 
installation of CSP capacity.

Unlike in electric applications, solar heating applications enjoy limited 
policy support as instruments like FITs and RPS are not applicable for 
heating applications. Moreover, it is more diffi cult to measure and verify 
solar water heating performance, and so performance-based incentives are 
harder to enact.

7.6.3 SOLAR ENERGY DEVELOPMENT UNDER POLICIES FOR 
CLIMATE CHANGE MITIGATION

Greenhouse gas mitigation policies and activities help support renewable 
energy development, including solar energy. Various incentives and man-
dates designed to trigger GHG mitigation have helped promote solar en-
ergy in industrialized countries. In the case of developing countries, the 
Clean Development Mechanism (CDM) under the Kyoto Protocol has 
been the main vehicle to promote solar energy under the climate change 
regime. The CDM allows industrialized countries to purchase GHG re-
ductions achieved from projects in developing countries, where reducing 
GHG emissions is normally cheaper than in industrialized countries.

As of July 2011, there are 6,416 projects already registered or in the 
process of registration under the CDM. Of these, 109 projects are solar 
energy projects with annual emission reduction of 3,570,000 tons of CO2. 
Out of these 109 projects, 89 are located in China, South Korea and India. 
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However, the solar energy projects account for a very small fraction (< 
1%) of total emission reductions from the total CDM projects already reg-
istered or placed in registration process (UNEP Risoe, 2011).

One reason for the small share of solar energy projects in the global 
CDM market is cost. As noted, solar energy technologies remain costly, 
and at present they are not economically competitive with other CDM 
candidates such as wind power, small hydro, landfi ll gas, and biomass 
cogeneration. The high upfront capital investment cannot be recovered 
even if the revenue generated from sales of emission mitigation at stan-
dard (non-subsidized) rates is included along with revenue from electricity 
sales. In addition, solar energy projects to date come in smaller sizes than 
other CDM options; transaction costs incurred in various steps during the 
CDM process (e.g., validation and registration of projects and monitoring, 
verifi cation and certifi cation of emission reductions) do not vary that much 
with project size and are often prohibitive for solar energy projects that are 
already less attractive compared to their competitors.

To increase the share of solar energy projects in the CDM, one ap-
proach is to give solar energy technologies some additional premium for 
other economic and social benefi ts. However, other technologies can pro-
vide these benefi ts with lower impacts on electricity costs, so the strength 
of this argument is open to question. The transaction costs of diffused, 
small-scale solar CDM projects could be reduced by bundling them into 
single larger projects, as with “programmatic CDM” schemes. Further 
simplifi cation of CDM registration process for solar energy projects could 
be accomplished by avoiding additionality screening, as they meet the ad-
ditionality criterion by default given their costs. With or without CDM, 
further capacity building in developing countries to enhance technical and 
managerial skills for market participants is necessary (BMU, 2007).

7.7 CONCLUSIONS

Physically, solar energy constitutes the most abundant renewable energy 
resource available and, in most regions of the world, its theoretical po-
tential is far in excess of the current total primary energy supply in those 
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regions. Solar energy technologies could help address energy access to 
rural and remote communities, help improve long-term energy security 
and help greenhouse gas mitigation.

The market for technologies to harness solar energy has seen dramatic 
expansion over the past decade—in particular the expansion of the market 
for grid-connected distributed PV systems and solar hot water systems 
have been remarkable. Notably, centralized utility scale PV applications 
have grown strongly in the recent years; off-grid applications are now 
dominant only in developing markets. Moreover, the market for larger so-
lar thermal technologies that fi rst emerged in the early 1980s is now gath-
ering momentum with a number of new installations as well as projects in 
the planning stages.

While the costs of solar energy technologies have exhibited rapid de-
clines in the recent past and the potential for signifi cant declines in the near 
future, the minimum values of levelized cost of any solar technologies, 
including tower type CSP, which is currently the least costly solar tech-
nology, would be higher than the maximum values of levelized costs of 
conventional technologies for power generation (e.g., nuclear, coal IGCC, 
coal supercritical, hydro, gas CC) even if capital costs of solar energy 
technologies were reduced by 25%. Currently, this is the primary barrier 
to the large-scale deployment of solar energy technologies. Moreover, the 
scaling-up of solar energy technologies is also constrained by fi nancial, 
technical and institutional barriers.

Various fi scal and regulatory instruments have been used to increase 
output of solar energy. These instruments include tax incentives, preferen-
tial interest rates, direct incentives, loan programs, construction mandates, 
renewable portfolio standards, voluntary green power programs, net me-
tering, interconnection standards and demonstration projects. However, 
the level of incentives provided through these instruments has not been 
enough to substantially increase the penetration of solar energy in the 
global energy supply mix. Moreover, these policy instruments can create 
market ineffi ciencies in addition to the direct costs of requiring more-cost-
ly electricity supplies to be used. While not discussed in this paper, these 
indirect impacts need to be considered in assessing the full opportunity 
cost of policies to expand solar power production.



A Review of Solar Energy: Markets, Economics and Policies 207

Carbon fi nance mechanisms, in particular the CDM, could potentially 
support expansion of the solar energy market. While some changes in the 
operation of the CDM could increase solar investment, the price of carbon 
credits required to make solar energy technologies economically competi-
tive with other technologies to reduce GHG emissions would be high.

The fundamental barrier to increasing market-driven utilization of 
solar technologies continues to be their cost. The current growth of so-
lar energy is mainly driven by policy supports. Continuation and expan-
sion of costly existing supports would be necessary for several decades 
to enhance the further deployment of solar energy in both developed and 
developing countries, given current technologies and projections of their 
further improvements over the near to medium term. Overcoming current 
technical and economic barriers will require substantial further outlays to 
fi nance applied research and development, and to cover anticipated costs 
of initial investments in commercial-scale improved-technology produc-
tion capacity.
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CHAPTER 8

8.1 INTRODUCTION

With the ever increasing concerns on environmental issues and the deple-
tion of fossil fuels, the photovoltaic (PV) technology has drawn great at-
tention and remarkable investments in the past decade [1]. This is due to 
the fact that the PV technology shows many advantages over other renew-
able energy technologies in terms of modularity, expandability, mainte-
nance and reliability. In recent years, the contribution of the PV power 
generation to the grid has been rapidly increasing; at the current growth 
rate, it is expected to reach 2% of the world electricity generation by 2020 
and up to 5% by 2030 [2, 3]. During the next ten years, up to 15% of elec-
tricity in European Union will be produced by solar energy resources [4].



218  Solar Energy: Application, Economics, and Public Perceptio

FI
G

U
R

E 
1:

 C
on

fig
ur

at
io

ns
 o

f P
V

 sy
st

em



Economical Evaluation of Large-Scale Photovoltaic Systems  219

An important question for investors, planners and regulators is the re-
turn and cost of a PV project. The cost structure of PV systems is differ-
ent from that of conventional generation system using fossil fuels such as 
coal, oil or natural gas. The initial capital cost is higher: basic components 
of a PV system—solar panels are quite expensive. However prices of solar 
panels are dropping fast: the average one-off installation cost of solar pan-
els has already dropped from more than $2 per unit of generating capacity 
in 2009 to about $1.50 in 2011 [5]. On the other hand, there are no fuel 
cost and greenhouse gas emissions during the lifespan operation of 20–30 
years. The maintenance cost of PV system is also relatively low.

PV systems are complicated engineering systems. A PV system is 
mainly composed of many solar panels and DC/AC inverters. The trend 
of the fast growing PV systems is to adopt large-scale PV systems, which 
may require tens or hundreds of solar panels. Depending on input voltage 
ranges, maximum input currents and capacities of inverters, several solar 
panels are connected in series to form a string and a few strings are paral-
leled and tied up to a centralized-inverter or each of the strings is directly 
interfaced by a separate string-inverter or a combination of both, which are 
illustrated in Fig. 1. Different confi gurations have their own performance 
effi ciencies for electricity production. When the performances of those 
confi gurations of PV systems are evaluated, it is assumed that the systems 
work without interruption. Although PV systems are relatively reliable, 
they may fail occasionally. Ignoring the effects of those failures may result 
in an optimistic estimation of energy production, which also decreases ac-
curacy of cost assessment.

The approaches for improving the engineering system reliabilities are 
to increase the redundancy or/and reliability of the components in the sys-
tem. For example, the use of multiple inverters in PV systems can increase 
system reliabilities. These approaches can improve the reliability of the 
PV systems and hence its energy production, but they may result in higher 
system cost. The reliability based cost assessment for renewable energy 
systems (RESs) and restructured generation systems has been studied in 
some recent research. Reference [6] provided a comprehensive analysis of 
the reliability and its cost implications on various choices of installation 
sites and operating policies as well as energy types, sizes and mixes in ca-
pacity expansion of the RESs. The genetic algorithm was used to optimize 
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the offshore wind farms considering both energy production cost and sys-
tem reliability [7]. A framework for analyzing the adequacy uncertainties 
of distributed generation systems was proposed in [8]. However reliability 
based economical evaluation of large-scale PV systems has not been com-
prehensively studied, which may be a useful analytical tool for assisting 
stakeholders in making optimal decision.

The large-scale PV system can be modeled as a typical multi state sys-
tem (MSS). The UGF technique provides a systematic method for the per-
formance and reliability assessment of MSS, which can replace extremely 
complicated combinational algorithms and reduce the computational bur-
den [9–11]. Moreover, the UGF technique provides a fl exible approach 
for representing reliability models of various energy systems. The UGF 
technique and genetic algorithm were used to determine the optimal struc-
ture of power systems subject to reliability constraints [12]. The reliability 
of fl ow transmission system was analyzed by using the combination of 
the UGF technique and extended block diagram methods [13]. The re-
dundancy analysis of inter-connected generating systems was discussed in 
[14]. In [15], the UGF technique was used to determine the reserve expan-
sion for maintaining the reliability level of power systems with high wind 
power penetration.

In this paper, the UGFs representing probabilistic performance distri-
butions of solar panel arrays, PV inverters and energy production units 
(EPUs) are developed. The expected energy production models for PV 
systems under different confi gurations are also developed. The life cycle 
cost and annualized life cycle cost are evaluated to conduct economical 
assessment of a PV project. Moreover, a new economical index for PV 
systems—expected unit cost of electricity (EUCE) is developed for pro-
viding useful information.

Section 2 presents reliability models of large-scale PV systems. The 
developed UGFs are used to evaluate expected energy production. Cost 
analysis of PV systems is conducted in Section 3. Section 4 proposes a 
methodology to identify the feasible confi gurations of PV systems and 
determine the optimal one at the minimum EUCE. The proposed methods 
are used to assess the PV system confi gurations for providing electricity 
for a water purifi cation process in Section 5. The conclusions are summa-
rized in Section 6.
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8.2 RELIABILITY MODELS OF PV SYSTEMS

A large-scale PV system basically consists of two major parts: solar panels 
and DC/AC inverters. Figure 2 shows a generalized configuration of the 
PV system. In the following, the reliability models of solar panel arrays, 
PV inverters and EPUs, and expected energy production calculation are 
discussed.

8.2.1 RELIABILITY MODELS FOR SOLAR PANEL ARRAYS

Solar panels are the key components of the PV systems. Solar panels can 
fail due to the degradation of mechanical properties of encapsulants, the 

FIGURE 2: Generalized configuration of PV system
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adhesional strength, the presence of impurities, metalization, solder bond 
integrity and breakage, corrosion, and aging of backing layers, etc.

Given the failure rate λi and repair rate μi of the solar panel i, the cor-
responding availability Ai can be calculated by

Ai = μi / (λi + μi)                                                                                                   (1)

where λi is the failure rate referring to the rate of departure from a com-
ponent up-state (successful state) to its down-state (failure state) and μi is 
the repair rate referring to the rate of departure from the down-state to the 
up-state.

Some strings consist of several solar panels and a blocking diode in 
series. Any failure of a solar panel or a diode leads to the total failure of 
the string. Therefore, the availability of the string s can be evaluated by:

(2)

where n is a number of solar panels in the string and Ad is the availability 
of the diode:

Ad = μd / (λd + μd)                                                                                              (3)

where λd and μd are the failure rate and the repair rate of the diode, respec-
tively.

The available capacity W s of the string s can be calculated as:

(4)
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where Wi is the available capacity of the solar panel i; Wd is the capacity 
loss caused by the blocking diode, which can be determined as

Wd = Ud ∙ Is                                                                                                           (5)

where Ud is the voltage drop across the blocking diode and Is is the current 
of the string.

The UGF technique is proved to be very convenient for numerical re-
alization and requires small computational resources [9–11] for perfor-
mance and reliability evaluation of engineering systems [9]. Therefore, 
the UGF technique is used to evaluate the expected energy production of 
the PV system. The UGF representing the capacity distribution of a string 
s can be defi ned as a polynomial:

(6)

where ps,ks and ws,ks are the probability and the capacity level of state ks 
for the string s, Us(Z) represents the capacity distribution of the string s, 
Z represents the Z-transform of any discrete random variables that has the 
probability mass function taking the form shown in (6) [10].

The string s has two states: failure state and successful state. For the 
failure state, the capacity level and unavailability are 0 and (1−As), respec-
tively. For the working state, the capacity level and availability are Ws and 
As, respectively.

A few strings are also arranged in parallel to form solar array and con-
nected to a string inverter. Failure of any string in the array is tolerated 
without the loss of an entire array. However, the failure of a string de-
grades the available capacity of the array, leading to several de-rated states 
of the array. As a result, the solar array in the PV system can be regarded 
as a MSS. The parallel operator Ωϕp is applied for the parallel MSS by us-
ing associative and commutative properties. The parallel operator is a kind 
of composition operator to calculate the UGF for the parallel MSS, which 
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strictly depends on the properties of the parallel structure function [9, 10]. 
For example, if elements are connected in parallel, its capacity level for 
the state ks is the sum of the corresponding capacities ws,ks (s = 1, 2,…, N) 
of its elements, and the structure function for such a subsystem takes the 
form:

(7)

The capacities of elements unambiguously determine the capacity of 
the subsystem or system. The transform, which maps the space of the ele-
ment capacities into the space of the system capacity, is the system struc-
ture function [9, 10].

For a solar array with N strings in parallel, its UGF can be obtained 
based on the UGFs for the arrays using the parallel composition operator 
Ωϕp over UGF representations of N strings:

(8)

where pa,ka and wa,ka are the probability and the available capacity of the 
array in the state ka , respectively. Equation (8) represents the capacity dis-
tribution of the solar array [8]: the coefficients of the terms in the polyno-
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mial (8) represent the probabilities of the array states while the exponents 
represent the corresponding capacities. The array has 2 N states.

8.2.2 RELIABILITY MODELS FOR INVERTERS

PV inverters convert DC power from solar array into AC power, which 
matches the voltage of power grids. It is believed that inverters are the 
reliability bottleneck of PV systems and the vast majority of PV system 
failures are caused by inverters.

A typical PV inverter as shown in Fig. 3 includes four insulated-gate 
bipolar transistors (IGBTs) and an isolation transformer.

The failure rate of an IGBT is affected by the operating environment 
and other factors [16], which can be evaluated by

FIGURE 3: Structure of inverter
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λIGBT = 0.5 ∙ λb ∙ πT ∙ πQ ∙ πE                                                                                   (9)

where λb is the base failure rate, πT , πQ and πE are the temperature factor, 
the quality factor and the environment factor, respectively. Therefore, the 
availability of the IGBT can be calculated as

AIGBT = μIGBT / (λIGBT + μIGBT)                                                                              (10)

where μIGBT is the repair rate of the IGBT.
Similar equations can also be used to evaluate the availability ATrans of 

an isolation transformer. The components in a PV inverter are modeled as 
functional blocks connected in series. Any failure of an IGBT or an isola-
tion transformer leads to the failure of an inverter. As a result, the avail-
ability of the PV inverter can be evaluated by

AI = (AIGBT)m ∙ ATrans                                                                                                       (11)

where m is the number of IGBTs in the inverter. Therefore, the UGF repre-
senting the capacity distribution of the PV inverter is defined as

(12)

where pI,kI and wI,kI are the probability and the capacity of state kI for the 
inverter.

The PV inverter has two states: failure state and successful state. For 
the failure state, the capacity level and the unavailability are 0 and (1−AI), 
respectively. For the successful state, the availability is AI, and the capac-
ity is determined by the nominal capacity of the inverter wI,n and the ef-
fi ciency of the inverter eI:
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wI,2I = wI,n ∙ eI                                                                                                      (13)

8.2.3 RELIABILITY MODELS FOR ENERGY PRODUCTION 
UNIT

A PV inverter is connected in series with the solar array to form an EPU. 
The series operator Ωϕs is used to calculate the UGF for an EPU using as-
sociative and commutative properties. For the type of the MSS containing 
elements connected in series, its capacity level for the state kE is the mini-
mization of the corresponding capacities of its components. The structure 
function for an EPU takes the form:

ϕs(wI,kI,wa,ka) = min(wI,kI,wa,ka)                                                                             (14)

The capacity distribution of the EPU E can be obtained based on the 
UGF representing capacity distribution of the array and the PV inverter by 
using the series composition operator Ωϕs:

(15)

where NE is the number of states of the EPU and equals to 2(N+1).

8.2.4 EXPECTED ENERGY PRODUCTION

The PV system consists of several EPUs in parallel to supply electricity 
to the power grid. With the UGF for each EPU, the UGF representing the 
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capacity distribution for the entire PV system can be calculated by using 
the parallel composition operator Ωϕp :

(16)

where m, M, pk and w k are the number of EPUs, the state number of the 
PV system and the probability, and capacity level of state k for the PV 
system, respectively.

The general technique for determining the UGF of the PV system is 
based on a state enumeration approach. This approach is usually extremely 
resource consuming. Fortunately, the PV system can be divided into sub-
systems (string, array and EPU) and the UGF method allows one to obtain 
the system UGF recursively. This property of the UGF method is based 
on the associative property of many practically used structure functions. 
The recursive approach presumes the UGF of subsystems containing sev-
eral basic components and then treating the subsystem as a single compo-
nent with the obtained UGF when the UGF of a higher level subsystem is 
computed [9]. The recursive approach provides a drastic reduction of the 
computational resources needed to obtain the capacity distribution of a 
complex MSS.
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The yearly expected energy production (YEEP) of the PV system EEpv 
is defi ned as the product of the expected capacity of the system Ew and 
yearly peak sun hours PSH:

EEpv = Ew × PSH                                                                                                 (17)

The operator δw is used to calculate Ew and defined as

(18)

where Usys is obtained from (16).

8.3 COST ANALYSES OF PV SYSTEMS

The cost of the PV system includes acquisition cost, operating and mainte-
nance cost. These costs can be divided into two types. One is the recurring 
cost, e.g., operation and maintenance (O&M) cost. The other is the initial 
capital cost, e.g., investment cost for purchasing solar panels and invert-
ers. The life cycle cost (LCC) analysis evaluates the total system cost dur-
ing the life span of the system. The LCC for all the parts in the system is 
added together to obtain the LCC for the entire system, where the system 
life cycle is assumed to be T years. The LCC analysis converts the recur-
ring cost into the present worth [17]. Annualized life cycle cost (ALCC) 
is also evaluated to provide an annualized “payment” required to fund the 
total system cost over the life span [18]. However LCC and ALCC analy-
sis cannot evaluate the “equivalent” unit cost for producing electricity, 
which is important for determining the most cost-efficient system design. 
Therefore, a new economical index—EUCE is proposed to provide an in-
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formative metrics for evaluating cost efficiency of PV systems. The EUCE 
is defined as the system ALCC divided by YEEP.

LCC of the system is

LCC = Csolar + Cinverter + Com                                                                                 (19)

where Csolar, Cinverter , and Com are the costs of solar, inverter, and operation 
and maintenance (O&M), respectively,

Csolar = price of a solar panel × number of solar panel                                       (20)

Cinverter =  price of an inverter × number of inverters                                          (21)

Com = Com0 ∙ Pa1                                                                                                    (22)

Pa1 = X ∙ Pa                                                                                                          (23)

Pa = (1 − XT) / (1 − X)                                                                                        (24)

X = (1 + i) / (1 + d)                                                                                            (25)

where Pa is the present worth, XT is the present worth factor for a cost in T 
years, i is the inflation rate, and d is the interest rate [17].

Annualized life cycle cost (ALCC) is

ALCC = LCC / Pa                                                                                              (26)
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Expected unit cost of electricity (EUCE) is

EUCE = ALCC / EEpv                                                                                        (27)

8.4 FEASIBLE CONFIGURATION IDENTIFICATION 
FOR PV SYSTEMS

As shown in Fig. 2, a number of solar panels are connected in series to form 
a string, and a number of strings are paralleled and connected to a string in-
verter, then all the string inverters are connected to the power grid. Thus, in 
principle there are enormous configurations of the PV system for the given 
large number of solar panels. However, the feasible configurations are prac-
tically constrained by input voltage ranges, maximum input currents and 
capacities of the inverters. Consequently, only those configurations whose 
voltages, currents and capacities are within the normal operation range of 
the inverters will be considered. The constraints are specified as follows:

1. Input voltage limits

            VI
min ≤ Vs ≤ VI

max                                                                                     (28)

where Vs is the voltage of the string connected to a string inverter, 
if the string consists of n solar panels in series, then Vs = n ∙ Vp, Vp 
is the voltage of the solar panel; VI

min and VI
max are the lower and 

upper limits, respectively.

2. Input current limit

II ≤ II
max                                                                                                   (29)

where II is the input current of the string inverter, II
max is the maxi-

mum input current. If the array consists of N strings in parallel, 
then II  = N ∙ Is , where Is is the current of the string.
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3. Capacity limit

Wa ≤ WI                                                                                                  (30)

where Wa is the available capacity of a solar array tied up to a string 
inverter, WI is the nominal capacity of the string inverter. Wa = N ∙ 
n ∙ Wp , where Wp is the available capacity of the solar panel in the 
string. This constraint indicates that the available capacity of solar 
array tied up to a string inverter should be less than or equal to the 
nominal capacity of the inverter.

 
For various feasible confi gurations of the PV system, the economical 

effi ciency is the major concern for comparing different design options. 
The reliability based cost analysis allows the investor or designer to evalu-

FIGURE 4: Twelve string configurations with 12 inverters
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ate the effects of different design options. A EUCE analysis discussed in 
the previous section can be helpful for determining the most cost-effi cient 
system confi guration.

The following three steps can be implemented for determining the 
most economically effi cient design option:

1. Identifying all feasible configurations satisfying constraints (28)–
(30). These identified configurations include the connections of 
solar panels, namely the number of solar panels in series and the 
number of strings in parallel, and the number of inverters required.

2. Evaluating the expected energy production and the EUCE of each 
configuration.

3. Determining the optimal configuration of the PV system at the 
minimum EUCE obtained from step 2).

8.5 APPLICATION

The proposed method is used to assess the performance and determine 
the feasible configurations of the PV system, which provides energy for a 
national demonstration project of water purification process in Singapore. 
According to electrical energy requirement of the process, it is estimated 
that 60 pieces of 175 Wp (peak power) solar panels from SolarWorld are 
needed. For these 60 solar panels, all feasible configurations of the system 
are identified based on the input voltage ranges, the maximum input cur-
rents and the nominal capacities of the inverters commercially available 
in the market, as shown in Table 1 and Figs. 4–7. Figure 4 shows one con-
figuration of the system which consists of 12 strings each having 5 panels 
in series, Fig. 5 illustrates one configuration which consists of 10 strings 
each having 6 panels in series, Fig. 6 shows three configurations of the 
systems which consist of 6 strings each having 10 panels in series, and Fig. 
7 shows one configuration of the system which consists of 5 strings each 
having 12 panels in series. It should be noted that the special “text string” 
is defined to represent each configuration, for example, the “c12p12s05” 
in Fig. 4 represents the configuration that includes 12 PV inverters, 12 
strings and each having 5 solar panels in series.
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FIGURE 5: Ten string configurations with 10 inverters

TABLE 1: Parameters of inverters for evaluation of YEEP and system cost

Configuration Capacity 
(W)

Voltage 
(V)

Current 
(A)

Prices 
(S$)

O & M 
(S$)

Peak efficiency 
(%)

c12p12s05 1,100 139–400 10 2,559 256 93.0

c10p10s06 1,100 139–400 10 2,559 256 93.0

c06p06s10 2,500 224–600 12 4,444 444 94.1

c03p06s10 3,800 200–500 20 5,083 508 95.6

c02p06s10 5,500 246–600 26 8,156 816 96.1

c05p05s12 2,500 224–600 12 4,444 444 94.1

Note: one solar panel cost is S$1,400 and its monthly O&M cost is assumed to 1% of solar 
panel cost, namely S$14 each panel
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FIG
U

R
E 6: Six string configurations w

ith different num
bers of inverters
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The basic parameters of the PV inverters including nominal capacity, 
input voltage range, purchasing cost, O&M cost and peak effi ciency for 
different confi gurations are shown in Table 1 [19].

For evaluating the failure rate of the IGBT of the inverter shown in 
Fig. 3, the base failure rate λb is set as 0.060, the temperature factor πT is 
computed from πT = exp[−1,925([1/(Tj+273)] ∙ 1/298)] [20], where Tj is 
the junction operating temperature of the device and set as 40°C, πQ = 5.0 
and πE = 1.0 for the other conditions.

The repair rate of the IGBT equals to 0.0017 per hour. The failure rates 
of the solar panel and the string diode are set as 0.2068 and 0.0198 per 
million hours, respectively; the repair rates of the solar panel and the string 
diode are 4.0556 per year [20]. The current of the solar panel string is 4.89 
A at the maximum power and the voltage drop of the blocking diode is set 
as 2.0 V. The yearly peak sun hours (PSHs) equals to 1,721.7 hours in Sin-

FIGURE 7: Five string configuration with 5 inverters
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gapore, which is the average yearly PSHs over the period of 1993 to 2007 
[21]. The infl ation rate and the interest rate are assumed as 2.1% and 1%, 
respectively. The system life cycle is assumed to be 20 years.

With all these parameters, the YEEP for each confi guration is evalu-
ated and the results are shown in Fig. 8. It can be observed from Fig. 
8 that the confi guration of “c02p06s10” has the highest expected energy 
production (15,898.6 kWh/year), which consists of 2 inverters, 6 strings, 
each of the strings having 10 solar panels in series. The YEEP for differ-
ent confi gurations ranges from 15,255.7 kWh/year to 15,898.6 kWh/year, 
with the difference of 4.21%. It represents that the difference of expected 
energy production for different confi gurations in the system life cycle can 
be 12,860 kWh.

The differences in the YEEP are mainly caused by the reliability dif-
ferences of PV arrays and the connected PV inverters for various con-

FIGURE 8: Yearly expected energy production of PV systems
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fi gurations. The assessment of the ALCC for each confi guration of the PV 
systems is also conducted. Consequently, the EUCE is easily calculated as 
the ratio of the ALCC to the YEEP, as shown in Fig. 9.

It can be seen that the EUCE for different confi gurations ranges from 
0.434–0.598 S$/kWh. The confi guration of “c03p06s10” has the lowest 
EUCE (0.434 S$/kWh), which also has the second highest YEEP. The 
confi guration of “c02p06s10” has the second lowest EUCE (0.441 S$/
kWh) with the highest YEEP. The confi guration of “c12p12s05” has the 
highest EUCE (0.598 S$/kWh). Therefore, the “c03p06s10” is the opti-
mal confi guration with the lowest EUCE. The comparison results show 
that simply increasing the system cost by using relatively large number of 
low capacity inverters in the PV systems cannot guarantee high expected 
energy production, instead the confi guration with high reliable PV arrays, 
and high capacity inverters can achieve the lowest unit cost of electricity.

FIGURE 9: Unit cost of PV systems
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8.6 CONCLUSION

In this paper, the UGF technique is used to represent reliability models 
of solar panel arrays, PV inverters and EPUs in a large-scale PV system. 
Based on the developed probabilistic performance distribution models, 
the expected energy production for PV systems is evaluated with respect 
to the reliability of system elements. The reliability based cost analysis 
of PV systems is conducted for providing informative metrics to stake-
holders for making the optimal decision. A new economical index for PV 
systems—EUCE is also developed in this paper. The proposed method is 
used to identify the feasible configurations of PV systems and determine 
the economically optimal one.
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SIMULATING THE VALUE OF 
CONCENTRATING SOLAR POWER 
WITH THERMAL ENERGY STORAGE 
IN A PRODUCTION COST MODEL

PAUL DENHOLM AND MARISSA HUMMON

CHAPTER 9

9.1 INTRODUCTION

Concentrating solar power (CSP) becomes a dispatchable source of renew-
able energy by adding thermal energy storage (TES). There have been a 
limited number of analyses that examine the value of this energy source and 
how this value varies as a function of grid configuration and fuel prices.

Challenges of properly valuing CSP include the complicated nature of 
this technology. Unlike completely dispatchable fossil sources, CSP is a 
limited energy resource, depending on the hourly and daily supply of solar 
energy. This supply of energy is both variable and not entirely predictable. 
This requires the limited energy available to be optimally dispatched to 
provide maximum value to the grid. The actual dispatch of a CSP plant, 
including its ability to provide ancillary services, will vary as a function of 

This chapter was originally published by the U.S. Department of Energy. U.S. Department of En-
ergy, National Renewable Energy Laboratory, Simulating the Value of Concentrating Solar Power 
with Thermal Energy Storage in a Production Cost Model, by Paul Denholm and Marissa Hummon, 
NREL/TP-6A20-56731 (November 2012). http://www.nrel.gov/docs/fy13osti/56731.pdf(accessed 30 
June 2014).
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generator mix, the penetration of variable generation (VG) sources, such 
as wind and solar photovoltaics (PV), and the amount of storage deployed 
with CSP.

The ability to evaluate CSP under multiple scenarios requires the use 
of detailed grid simulation tools, such as a production cost model. A num-
ber of commercial production cost models exist, and these are routinely 
used by utilities, system operators, and researchers to evaluate the impacts 
of various generation sources. However, there have been limited studies 
of CSP with TES in the United States using commercial production cost 
models. Several studies that included CSP assumed that the dispatch of 
CSP is fi xed and did not evaluate the complete benefi ts of this dispatch-
able resource (CAISO 2011; GE 2010). Other studies that have included 
dispatchable CSP made no attempt to isolate the value proposition for CSP 
or how that value proposition changes with increased levels of wind and 
solar generation (US DOE 2012; Mai et al. 2012; Denholm et al. 2012).

To completely identify the benefi ts of CSP and perform analysis in 
a framework accepted by utilities and system operators, CSP with TES 
needs to be incorporated into commercially available software. This docu-
ment describes the methodology of implementing CSP with and without 
TES into the PLEXOS production cost model. It also provides a prelimi-
nary analysis of CSP with TES in a test system, based on two balancing 
areas located largely in the State of Colorado. It compares the dispatch of 
systems with CSP and TES to systems with only variable solar generation 
and examines several performance metrics, including avoided fuel and to-
tal system production cost.

9.2 PRODUCTION COST SIMULATIONS

A number of commercial production cost models are available to utili-
ties, system operators, and planners to evaluate the operation of the grid. 
These models are used to help plan system expansion, evaluate aspects of 
system reliability, and estimate fuel costs, emissions, and other factors re-
lated to system operation. The models have the primary objective function 
of committing and dispatching the generator fleet to minimize the total 
cost of production while maintaining adequate operating reserves to meet 
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contingency events and regulation requirements. Modern production cost 
models often include transmission power flow simulations to ensure basic 
transmission adequacy for the generator dispatch. These models are in-
creasingly used to evaluate the impact of incorporating VG sources, such 
as wind and solar. Integration studies evaluate the impact of VG on power 
plant ramping and reserve requirements and explore changes to grid op-
erations needed to incorporate increasing amounts of VG (GE 2010).

As the penetration of VG increases, studies have found an important 
role for grid fl exibility techniques and technologies, including new market 
structures, fl exible generators, demand response, and energy storage. One 
option for fl exible renewable generation is CSP with TES. This dispatch-
able energy source can provide grid fl exibility by shifting energy over time, 
providing ancillary services, and ramping rapidly on demand, enabling a 
greater penetration of VG sources, such as wind and solar PV (Denholm 
and Mehos 2011). Several previous studies have included CSP to various 
degrees. The Western Wind and Solar Integration Study (WWSIS) (GE 
2010) included CSP with TES but assumed CSP was dispatched in fi xed 
schedules. Integration studies by the California Independent System Op-
erator have included CSP but assumed very little storage (CAISO 2011). 
Two more recent studies, the SunShot Vision Study (U.S. DOE 2012) and 
the Renewable Electricity Futures Study (Mai et al. 2012) incorporated 
CSP with TES into a commercial production cost model (Brinkman et al. 
2012) and allowed the model to dispatch the TES resource. These studies 
demonstrate qualitatively the value of dispatchable solar but did not at-
tempt to isolate the value of CSP with TES or compare how the value of 
CSP changes as a function of storage or other grid components. Alterna-
tively, there have been studies that focused on the value of CSP with TES 
but were limited in modeling resolution. An example is a study that used 
a “price-taker” approach to dispatch a CSP plant against historic prices, 
assuming these prices (and solar availability) are known with varying de-
grees of certainty (Sioshansi and Denholm 2010). This type of study can 
identify some of the additional value that TES adds in terms of energy 
shifting and ancillary services; however, the value of this analysis is lim-
ited because it cannot examine the impact of different fuel prices, grid 
mixes, or the ability of CSP to interact with variable renewable sources, 
such as wind and PV.
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A more comprehensive 2012 study evaluated CSP using a reduced form 
commitment and dispatch model and quantitatively identifi ed a number of 
benefi ts of TES (Mills and Wiser 2012). This study evaluated changes in 
the long-run benefi ts of CSP with and without TES in California using an 
investment model that included a “fl eet-based” commitment and dispatch 
component for conventional generators. The study also isolates the value 
proposition for CSP with TES, including energy, day-ahead forecast error, 
ancillary service requirements, and capacity value, although the simpli-
fi ed commitment and dispatch component of their model did not have the 
fi delity to represent detailed individual unit commitment and dispatch de-
cisions.

Several studies initiated in 2011, including the second phase of WW-
SIS (Lew et al. 2012), examine CSP in greater detail. These studies use the 
PLEXOS production cost model and simulate the operation of the Western 
Interconnection in the United States. Simulation of the grid over large ar-
eas is important because of its interconnected nature and the correspond-
ing ability of utilities to share resources over large areas. The Western 
Interconnection consists of thousands of generators, each of which must 
be simulated in detail.

Given the complexity of a large grid, it can be diffi cult to validate prop-
er operation of a new generator type and isolate the cost impacts of a rela-
tively small change in the system. As a result, to evaluate the performance 
of CSP, we began with a test system within a subsection of the Western 
Interconnection. This test system was used to evaluate the performance of 
CSP and the incremental value of TES under various grid conditions, in-
cluding penetration of renewable generators, and compare CSP with stor-
age to other generation sources.

9.3 IMPLEMENTATION OF CSP IN A PRODUCTION COST 
MODEL

9.3.1 CHARACTERISTICS OF CSP PLANTS

Two common designs of CSP plants—parabolic troughs and power tow-
ers—concentrate sunlight onto a heat transfer fluid (HTF), which is used 
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to drive a steam turbine. An advantage of CSP over non-dispatchable re-
newables is that it can be built with TES, which can be used to provide 
multiple grid services, including shifting generation to periods with re-
duced solar resource.

A CSP plant with TES consists of three independent but interrelated 
components that can be sized differently: the power block, the solar fi eld, 
and the thermal storage tank. Figure 1 illustrates the main components of 
a trough-type CSP plant incorporating a two-tank TES system.

The size of the solar fi eld, in conjunction with solar irradiance, deter-
mines the amount of thermal energy that will be available to the power 
block. The sizing of the solar fi eld is important because the relative size 
of the solar fi eld and power block will determine the capacity factor of 
the CSP plant and the extent to which thermal energy will be utilized. 
Undersizing the solar fi eld will result in an underused power block and a 
low capacity factor for the CSP plant because of the lack of thermal energy 
during all hours except those with the highest solar resource. However, an 
oversized solar fi eld, when deployed without storage, can result in wasted 

FIGURE 1: Components of a trough-type CSP plant with TES Source: EPRI (2010)
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energy because the production from the solar fi eld may exceed the power 
block capacity during many hours. The size of the solar fi eld can either be 
measured in the actual area of the fi eld or by using the concept of a solar 
multiple, which normalizes the size of the solar fi eld in terms of the power 
block size. A solar fi eld with a solar multiple of 1.0 is sized to provide suf-
fi cient energy to operate the power block at its rated capacity under refer-
ence conditions (in this case 950 W/m2 of direct solar irradiance at solar 
noon on the summer solstice). The collector area of a solar fi eld with a 
higher or lower solar multiple will be scaled based on the solar fi eld with a 
multiple of one (i.e., a fi eld with a solar multiple of 2.0 will cover roughly 
twice the collector area of a fi eld with a solar multiple of 1.0).

The size of storage is measured by both the thermal power capacity 
of the heat exchangers between the storage tank and the HTF (measured 
in MW-t) and the total energy capacity of the storage tank. The power 
capacity of the thermal storage will equal some fraction of the maximum 
solar fi eld output. The energy capacity of the storage tank is commonly 
measured in terms of hours of plant output that can be stored. Thermal 
storage allows an oversized solar fi eld and a higher plant capacity factor 
than a plant without storage.

FIGURE 2: Impact of solar multiple on energy flow in a CSP plant
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The concept of solar multiple, and its relation to the role of energy 
storage, is shown in greater detail in Figure 2, depicting the hourly fl ow 
of energy from a plant with a solar multiple of 2.0. The maximum thermal 
output from the solar fi eld during any hour is 100 MWe, but the power 
block rating is 50 MW, meaning that energy that exceeds the power block 
rating must be stored for use at a later time regardless of the instantaneous 
demand for electricity or other grid conditions.

9.3.2 IMPLEMENTATION OF CSP IN PLEXOS 

The primary function of a production cost model is to determine which 
generators must be committed and dispatched during each interval of the 
simulation and the associated cost of operation. Simulation intervals are 
typically 1 hour (as performed in this analysis), but there is increased in-
terest in sub-hourly simulations, especially in scenarios of increased VG 
penetration where sub-hourly net load variability can require increased 
dispatch flexibility (CAISO 2011). A simple dispatch is determined by 
“stacking” generators in order of production cost (from lowest to highest) 
until the sum of the individual generator output is equal to load in each 
time interval. The actual dispatch is complicated by the many additional 
constraints imposed by individual generators, such as minimum up and 
down times and ramp rates. The actual dispatch also depends on the need 
for system security, including spinning reserves, which consist of partially 
loaded generators with the ability to rapidly ramp in response to a genera-
tor outage or unexpected increase in demand. To determine the optimal 
dispatch requires detailed information for each generator. Primary char-
acteristics include maximum capacity, minimum stable output level, plant 
heat rate (ideally as a function of load), fuel cost, ramp rates, start time, 
and minimum up and down time. The software then co-optimizes the need 
for energy and reserves subject to the various constraints and finds the 
least-cost mix of generators in each time interval.

VG plants with little or no variable cost are typically placed into pro-
duction cost models as a fi xed hourly generation profi le. Because they 
have no variable cost, and may also have production incentives, they 
are typically dispatched fi rst but may be curtailed when operational con-
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straints do not allow the system to accept their output. These constraints 
might occur when the VG exceeds the local capacity of the transmission 
network or during periods when conventional generators have reduced 
output to their minimum generation levels. This second phenomenon can 
be referred to as a “minimum generation” problem (Rogers et al. 2010) or 
an “over generation” problem (CAISO 2010). CSP plants without storage 
can be placed into the model in the same manner as a wind or PV plant, 
using the hourly output from a CSP simulation model.

For this study, trough CSP plants (both with and without storage) and 
PV were simulated using the System Advisor Model (SAM) (Gilman et 
al. 2008; Gilman and Dobos 2012) version 2012-5-11. The CSP simula-
tions used the wet-cooled empirical trough model (Wagner and Gilman 
2011). The model converts hourly irradiance and meteorological data into 
thermal energy and then models the fl ow of thermal energy through the 
various system components, such as losses in the HTF, fi nally converting 
the thermal energy into net electrical generation output. The CSP plant 
without storage assumes a solar multiple of 1.3, the SEGS VIII default 
power block with turbine over-design operation allowed at 105% and 
used default settings for all parameters, such as parasitics. Meteorological 
data was derived from the National Solar Radiation Database from 2006 
(NREL 2007).

FIGURE 3: General process of implementing CSP
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 CSP with TES was implemented in this study using a two-step pro-
cess. First, hourly electrical energy from the CSP plant was simulated us-
ing SAM, and then the electrical energy was dispatched in PLEXOS using 
a combination of algorithms that largely existed within that model. This 
process is illustrated in Figure 3 and described in more detail in the fol-
lowing sections.

The fi rst step (hourly electrical energy) was created using SAM in a 
manner similar to the case without storage with several important differ-
ences. Essentially all parameters that are affected by plant dispatch were 
moved out of SAM and into the PLEXOS framework. First, the solar mul-
tiple was set to 1; a larger solar multiple and storage was implemented in 
the PLEXOS model as described later in this section. Second, the mini-
mum generation levels and start-up energy requirements were set to 0 and 
also accounted for in PLEXOS. Parasitics were removed from the gross 
CSP generation to derive a net hourly generation. Operational parasitics 
calculated by SAM were subtracted from the electrical profi le in a manner 
similar to other thermal power stations. We also considered the constant 
parasitic loads (e.g., associated with fl uid pumps) that occur even when 
the plant is not operating. This means that the CSP plant will draw a small 
amount of energy from the grid and incur a small associated cost. This 
constant load was calculated separately based on SAM CSP simulations.

FIGURE 4: The flow of energy through a trough CSP plant with TES in PLEXOS



250  Solar Energy: Application, Economics, and Public Perceptio

The product of the SAM simulation is “raw” electrical energy output, 
which is then processed in PLEXOS using a modifi ed form of the PLEXOS 
hydro algorithm to simulate storage, generator operation, and the effect of an 
oversized solar fi eld. In each hour, the model can send the electrical energy 
from the SAM simulations directly to the grid via a simulated power block, 
to storage, or a combination of both. The model can also choose to draw 
energy from storage. The simulated power block includes the essential pa-
rameters of the CSP power block, including start-up energy, minimum gen-
eration level, and ramp-rate constraints. The model considers start-up losses 
in the dispatch decision by assuming a certain amount of energy (equivalent 
to 20 MWhe for a 100-MW power block) is lost in the start-up process.

In CSP plants that use indirect storage, the additional effi ciency losses 
in the storage process are also simulated. The storage losses are set to 
7%, which capture both the effi ciency losses in the heat exchangers and 
the longer-term decay losses. Constant parasitics were added by placing a 
constant load on the same bus as the CSP plant. The general implementa-
tion is illustrated in Figure 4, representing a 200-MW CSP plant with a 
solar multiple of 2.0 and 6 hours of storage.

Figure 4 also shows the effect of solar multiple, which is captured in 
the sizing of the power block and storage components. For example, a 
solar multiple of 2.0 can be simulated by setting the maximum size of the 
power block to 50% of the maximum output from the CSP simulations 
from SAM. Likewise, the storage system can be sized to accommodate 
some fraction of the maximum CSP output. The storage energy capacity 
(hours of storage) can be set independently.

9.4 TEST SYSTEM

CSP was implemented in a test system to better verify the basic perfor-
mance of this dispatchable energy source and to more easily isolate the 
relative value of TES under various scenarios.

The best locations for CSP in the United States are in the desert south-
west within the Western Interconnection. Simulating the entire intercon-
nection makes it diffi cult to isolate the performance of CSP, so a smaller 
test system was created to develop and validate the modeling approach. 
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Most of the existing and proposed CSP is in California; however, simply 
running the California system in isolation ignores the substantial intercon-
nections between the California and bordering states. As an alternative, 
we developed a system composed of two balancing areas largely in the 
State of Colorado: Public Service of Colorado (PSCO) and Western Area 
Colorado Missouri (WACM). These balancing areas consist of multiple 
individual utilities and this combined area is relatively isolated from the 
rest of the Western Interconnection. In addition, Colorado has suffi cient 
solar resource for CSP deployment in the San Luis Valley in the south-
central part of the state, and there have been proposals for large-scale solar 
development in the area (Xcel 2011). The test system also has suffi cient 
wind resources for large-scale deployment, which makes evaluation of 
high renewable scenarios more realistic.

The Colorado test system was isolated by physically “turning off” the 
generation and load and aggregating the transmission outside of the PSCO 
and WACM balancing areas. Transmission was modeled zonally, without 
transmission limits within each balancing authority area. It is very diffi cult 
to simulate any individual or group of balancing authority areas as actually 
operated because the modeled system is comprised of vertically integrated 
utilities that balance their system with their own generation and bilateral 

FIGURE 5: Load duration curve in 2020 for the PSCO/WACM test system
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transactions with their neighbors that are confi dential. Not having access 
to that information, we modeled the test system assuming least-cost eco-
nomic dispatch. We based our inputs and assumptions as much as possible 
on the Western Electricity Coordinating Council (WECC) Transmission 
Expansion Policy Planning Committee (TEPPC) model and other publicly 
available datasets. Projected generation and loads were derived from the 
TEPPC 2020 scenario (TEPPC 2011). Hourly load profi les were based on 
2006 data and scaled to match the projected TEPPC 2020 annual load. The 
system is a strongly summer peaking system with a 2020 coincident peak 
demand of 13.7 GW and annual demand of 79.0 TWh. The system load 
duration curve for 2020 is shown in Figure 5.

The generation dataset was derived from the TEPPC 2020 database and 
included plant capacities, heat rates, outage rates (planned and forced), 
and several operational parameters, such as ramp rates. A total of 201 ther-
mal and hydro generators were included in the test system, with total ca-
pacities listed in Table 2. The generator database was modifi ed to include 
part-load heat rates based on Brinkman et al. (2012). Start-up costs were 
added using the start-up fuel requirements in the generator database plus 
the operations and maintenance (O&M) related costs based on estimates 
prepared for the WWSIS II study (Intertek/APTECH 2012). We adjusted 
the generator mix to achieve a generator planning reserve margin of 15% 
by adding a total of 1,450 MW (690 MW of combustion turbines and 760 
MW of combined cycle units).

TABLE 1: Characteristics of the Test System Conventional Generators in 2020

System Capacity (MW)

Coal 6,178

Combined Cycle (CC) 3,724

Gas Turbine/Gas Steam 4,045

Hydro 773

Pumped Storage 560

Othera 513

Total 15,793

aIncludes oil and gas-fired internal combustion generators and demand response.
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Two renewable energy scenarios were created by adding wind and 
solar generation. PV profi les were generated using the SAM model with 
2006 meteorology. Wind data was derived from the WWSIS dataset. A 
low renewable energy (RE) case was created by adding wind and solar to 
achieve a penetration of about 13% on an energy basis. This is a relatively 
small increase over the renewable penetration in 2011; Colorado received 
about 12% of its electricity from wind in the year ending June 2012 (EIA 
2012). We also considered a high RE case where wind and solar provide 
about 35% of the region’s energy. In each case, discrete wind and solar 
plants were added from the WWSIS data sets until the installed capacity 
produced the targeted energy penetration. The sites were chosen largely 
based on capacity factor, and do not necessarily refl ect existing or planned 
locations for wind and solar plants. Table 2 lists characteristics of the sys-
tem in the two cases, while Table 3 provides additional details of the re-
newable and conventional generation mix.

TABLE 2: Renewable Scenarios in the Test System in 2020

System Capacity (MW)

Low RE Scenario High RE Scenarioa

Wind Capacity (MW) 3,054 6,489

Wind Energy (GWh) 9,791 20,210

Solar Capacity (MW) 395 3,630

Solar Energy (GWh) 625 6,493

a This is the potential generation and does not include curtailment that results in actual 
dispatch. About 31 GWh of wind and 23 GWh of solar were curtailed in the base high RE 
scenario.

Three classes of ancillary service requirements were included. The 
contingency reserve is 810 MW based on the single largest unit (Coman-
che 3). This reserve is allocated with 451 MW to PSCO and 359 MW 
to WACM, with 50% met by spinning units. Regulation and fl exibility 
reserve requirements were calculated based on the statistical variability 
of net load described by Ibanez et al. (2012). Reserves were modeled as 
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“soft constraints,” meaning the system was allowed to not meet reserves 
if the cost exceeded $4,000/MWh. This high cost could result during peri-
ods where a power plant would need to start up for a very short period of 
time just to provide reserves. Load was also modeled as a soft constraint, 
with a loss-of-load cost of $6,000/MWh (though the reserve margin was 
adequate to avoid lost load).

Fuel prices were derived from the TEPPC 2020 database. Coal prices 
were $1.42/MMBTU for all plants. Natural gas prices varied by plant, and 
for most plants were in the range of $3.9/MMBTU to $4.2/MMBTU, with 
a generation weighted average of $4.1/MMBTU. This is slightly lower 
than the EIA’s 2012 Annual Energy Outlook projection for the delivered 
price of natural gas to the electric power sector in the Rocky Mountain 
region of $4.46/MMBTU in 2020 (EIA 2012). Sensitivity to natural gas 
price was also analyzed.

TABLE 3: Base Case Results

Low RE High RE

Total Production Cost (M$) 1,491.37 1,024.38

Average Production Cost ($/MWh) 18.9 13.0

Total Generation (GWH)a 78,957 79,098

Generation Mix

Coal 58.8% 52.0%

Gas Combined Cycle (CC) 20.7% 7.2%

Gas Combustion Turbine

(CT)/Gas Steam 1.4% 1.1%

Hydro 4.8% 4.8%

Wind 12.4% 25.5%

Solar PV 0.8% 8.2%

Other 1.1% 1.2%

Fuel Use (1,000 MMBTU)

Coal 490,923 434,426

Gas 140,447 53,928

aWhile the load is the same, the total generation is slightly different (by about 0.2%), due 
primarily to different operation of the pumped hydro units.
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Both cases were run for 1 full year (2020, with 2006 meteorology and 
load pattern). The model run begins with two scheduling models to de-
termine outage scheduling and allocate certain limited energy resources. 
The model then performs a chronological hourly security-constrained unit 
commitment and economic dispatch to minimize the overall production 
cost under operational and system constraints. The model performs a 24-
hour ahead commitment with an additional 24-hour look-ahead period, al-
lowing the model to effectively optimize storage utilization over a 48-hour 
period. The analysis in this report was performed using PLEXOS version 
6.207 R01, using the Xpress-MP 23.01.05 solver, with the model perfor-
mance relative gap set to 0.5%.

Table 3 provides a summary of the operational results for the two base 
simulations. This represents on the variable cost of system operation, 
dominated by the cost fuel for thermal power plants. There was no loss of 
load and a small number of reserve violations (less than 40 hours per year 
in both cases).

FIGURE 6. Dispatch stack during the period of July 25–28 in the low RE Case
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System dispatch stacks can provide additional insight into system op-
eration. The generation mix and dispatch was as expected, with coal units 
operating as baseload units, and CC and CT units operating as mid-merit 
and peaking units as needed. Figure 6 shows the dispatch stack for the low 
RE case during the week of peak demand in the summer. This fi gure dem-
onstrates the opportunity for mid-day solar generation to reduce the use of 
the highest cost generators.

The high RE case removes much of the gas generation from the system 
and leaves coal on the margin for a large number of hours. Figure 7 shows 
a four-day period in February, which includes the day of the lowest net 
demand on the system in the high RE scenario. In the fi rst two days, coal 
generators reduce their output to minimum levels and renewable genera-
tion is curtailed. Any additional renewable generation from 1 p.m. to 3 
p.m. on February 8 and from 11 a.m. to 2 p.m. on February 9 will be unus-
able in this scenario, and likely curtailed. Generation during many other 
periods will offset mainly lower-cost coal generation. Also of note is the 
rapid increase in net demand that occurs after 3 p.m. when the decrease 

FIGURE 7: Dispatch stack during the period of February 8–11 in the high RE Case
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in solar output and increase in electricity demand require large ramps of 
the coal units, use of higher-cost combustion turbines, and dispatch of the 
pumped storage plants. Previous integration studies such as WWSIS have 
found signifi cant increases in ramping requirements of coal units, and a 
major focus of the second phase of WWSIS is to examine the potential 
cost implications of increased unit cycling.

In any hour of the year, the value of solar or other incremental genera-
tion in this system is determined by the marginal generators and associ-
ated price. Figure 8 is a price duration curve for the test system showing 
system marginal cost for the PSCO balancing area. The marginal prices 
for the WACM balancing area were almost identical because transmis-
sion constraints between the PSCO and WACM system were not binding; 
only very small price differences occurred in a few hours due to different 
reserve requirements. The price duration curve shows three main “zones” 
of prices, based on the marginal generators: coal at about $17–$20/MWh, 
combined cycle units at about $25–$35/MWh, and combustion turbines 
at about $38–$45/MWh. In the low RE case, coal is on the margin about 

FIGURE 8: System marginal price duration curve in the PSCO balancing area for the two 
cases
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for about 1,600 hours, while in the high RE case, coal is on the margin for 
over 5,000 hours. In addition, renewable energy is effectively on the mar-
gin for about 100 hours of the year in the high RE case; additional renew-
able generation during these hours would likely be curtailed and provides 
no incremental benefi t to the system. There are also a small number (less 
than 40 hours per year) of extremely high prices, set by the reserve viola-
tion conditions.

9.5 VALUE OF CSP

The value of CSP was determined by adding a relatively small amount 
of generation to the base system and evaluating the change in production 
costs and the value of system capacity. We also examined the operation 
of CSP with TES, including how energy was shifted over time. Several 
technologies were evaluated; for uniform comparison, each technology 
provided an approximately equivalent amount of energy, based on the an-
nual production of a 300-MW CSP/TES plant with a solar multiple of 2.0. 
This is about 1,070 GWh, or enough to provide about 1.4% of the test 
system demand.

9.5.1 SOLAR SCENARIOS EVALUATED

Four main cases were added to the test system, each providing an approxi-
mately equal amount of energy.

1. A flat block of zero-cost energy. This provides a point of compari-
son to examine how the temporal characteristics of solar energy 
compare to a constant or “baseload” resource. To provide an equal 
amount of energy, the capacity of this block was set to 123 MW.

2. Solar PV. Discrete-sized 1-axis tracking PV plants generated for 
the WWSIS project were added in each case until the generation 
equaled about 1,070 GWh, with a total installed capacity of about 
580 MW. The total operating reserve requirement was also in-
creased due to the additional short-term variability.
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3. CSP no storage. A single 568-MW plant with a solar multiple of 1.3 
was added to the San Luis Valley in southern Colorado. This plant 
produced 1,130 GWh.

4. CSP with 6 hours of storage. This case adds a 300-MW CSP plant 
with a solar multiple of 2.0, as discussed previously. The actual 
amount of energy delivered to the system varied slightly in each 
scenario based on the amount of energy stored (due to storage loss-
es).

Each of the cases was simulated in both the low and high RE scenarios. 
Several sensitivity scenarios were considered, as discussed in Section 5.4.

9.5.2 OPERATIONAL VALUE

The operational value of each technology represents its ability to avoid the 
variable cost of operation. These costs were tracked in three cost catego-
ries—operating fuel, variable O&M, and start-up costs. Operating fuel in-
cludes all fuel used to operate the power plant fleet while generating and 
includes the impact of variable heat rates and operating plants at part load to 
provide ancillary services. Start-up costs include both the start fuel, as well 
as additional O&M required during the plant start process. In each case the 
operational value was calculated by dividing the total avoided generation 
cost in each cost category by the total potential solar generation. Table 4 
summarizes the results from the production simulations.

TABLE 4: Operational Value of Simulated Generators

Marginal Value ($/MWh)

Low RE High RE

Flat 
Block

PV CSP 
(no TES)

CSP (6-hr 
TES)

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Fuel 31.7 35.2 33.9 37.7 22.6 21.2 18.7 31.1

Variable 
O&M

1.2 1.0 1.0 0.8 2.1 2.0 1.9 1.4

Start 0.4 0.4 0.6 3.5 0.5 -0.9 -1.7 3.1

Total 33.3 36.6 35.5 42.1 25.2 22.3 18.9 35.6
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Table 4 demonstrates three signifi cant fi ndings: (1) at low penetration, 
the value of solar generation technologies is greater than the constant (fl at 
block) resource; (2) the value of all generation decreases as a function of 
renewable penetration, but the value of non-dispatchable solar resources 
decreases at a greater rate than the fl at block or dispatchable CSP; (3) the 
value of CSP with storage is higher than solar technologies without stor-
age. The range of values for different generation technologies largely can 
be explained by understanding the avoided fuel mix in the two different 
scenarios.

In the test system, the added generators (fl at block or solar) reduce 
the output from a mix of generator types and with different effi ciencies, 
depending on the time of day and season. Figures 9–16 illustrate how the 
relative value of a renewable generator is affected by the varying marginal 
generators and the dispatchability of the resource.

Figure 9 illustrates the relationship between price and net load for a 
3-day period starting on January 22. The net load is the normal load minus 
wind and solar PV generation and refl ects the load that must be met by 
other (mostly fossil fueled) generators with non-zero generation cost. The 
fi gure illustrates three zones of prices, which are seen earlier in the price 

FIGURE 9: System net load and marginal price for January 22–24 (low RE case)
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duration curves in Figure 8. The lowest price occurs in the overnight peri-
ods at the beginning of days 2 and 3 when coal is the marginal generator 
with total incremental cost of about $20/MWh. During much of the middle 
of the day, combined cycle units are the marginal generators, with variable 
costs of about $30–$35/MWh. In several periods in the morning and eve-
ning, there is an increase in net demand, where the high ramp rate or the 
relatively short period of increased demand requires the use of combustion 
turbines, resulting in a price spike to about $45/MWh. Any renewable gen-
erator added to this mix will offset energy within these three price zones 
but with a value depending on the temporal pattern of its output.

Figure 10 keeps the marginal price curve but adds the generation pro-
fi le for CSP with and without storage. The CSP dispatch is isolated from 
cases where CSP is added. The total generation by these two plants is 
very similar, but CSP with storage is dispatched during the highest cost 
periods. In much of the winter, the price of electricity peaks in periods 
where solar output is low or zero (the morning and evening). This cor-
responds to when higher-cost gas-fi red units are started and ramped to 
meet peak demand. PV and CSP without storage are unable to gener-
ate during this period and typically offset more effi cient gas-fi red units. 

FIGURE 10: System marginal price and corresponding CSP generation on January 22–24 
(low RE case)
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Alternatively, CSP with TES is able to shift generation to the evening and 
carry over energy to start and pick up the morning load ramp that occurs 
before signifi cant solar energy is available. As a result, CSP avoids the 
use of higher-cost and lower-effi ciency gas-fi red units, producing overall 
higher value to the system.

During the summer, operation of CSP with storage is more continuous 
due to higher solar output and a different load and price profi le. Figure 11 
shows the relationship between net load and system marginal price for a 
3-day period starting on July 14.

The corresponding CSP operation is shown in Figure 12. There are 
several operational issues that affect the overall and relative value of CSP 
with TES. First, CSP with TES is able to operate more continuously and 
avoid the impact of cloud cover that reduces output and increases the vari-
ability of the plant without TES. Second, CSP is able to start earlier in the 
day and help pick up the early morning load ramp. Finally, CSP is able 
to continue operation longer into the late afternoon and early evening. 
This is particularly important for the plant capacity value discussed in 
Section 5.3.

FIGURE 11. System net load and marginal price for July 14–16 (low RE case)
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Figure 12 shows the impact of the solar multiple, which can provide 
some disadvantages at low solar penetration. At low penetration of solar, 
PV and CSP without storage are largely coincident with demand (and rela-
tively high prices) during the summer. As illustrated in Figure 2, whenever 
the thermal output of the solar fi eld exceeds the power block capacity, en-
ergy must be stored, regardless of the system demand for energy or price. 
As a result, the plant is forced to store this energy and generate at a later 
time, even if this later time has a lower demand or lower cost of energy. 
This is shown in Figure 12 on the fi rst and second day, when during some 
hours, CSP without storage sells more energy at periods of high prices 
than CSP with TES. CSP with storage is forced to shift some energy to the 
evening when prices are slightly lower.

The value of solar and dispatchable CSP is strongly dependent on the 
mix of generator types and amount of renewable energy. As the penetra-
tion of renewables increases, the patterns of net demand for electricity 
change, and different mixes of generation are needed to address the in-
creasing variability and uncertainty of the wind and solar supply. Figure 

FIGURE 12: System marginal price and corresponding CSP generation on July 14–16 (low 
RE case)
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13 is a duplication of Figure 9, showing price and load during 3 days in 
January, except for the high RE case. The large amounts of wind and solar 
PV have suppressed the marginal price, and coal is on the margin for more 
hours. The load shape (and price) is also much more volatile, with opera-
tion of combustion turbines to address the shorter peaks.

In the high RE scenario the absolute value of all energy sources drops 
due to lower system marginal prices. However, the value of variable en-
ergy sources drops at a much faster rate than dispatchable sources, as a 
plant with TES is able to change output to capture the remaining periods of 
high prices. Figure 14 shows how CSP with TES is able to generate during 
the hours of highest price during this period in January.

Dispatchability becomes increasingly important during periods of very 
high renewable output to avoid generating during periods of zero value 
and associated renewable curtailment. Figure 15 shows a period of low net 
demand due to high solar (and wind) output during the middle of the day. 
During the fi rst 2 days shown shortly after noon, the net load drops to the 
point where all thermal generators have reduced output to their minimum. 

FIGURE 13: System net load and marginal price for January 22–24 (high RE case)
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FIGURE 14: System marginal price and corresponding CSP generation on January 22–24 
(high RE case)

FIGURE 15: Net load and price for a 3-day period starting February 8
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This is the same period as the fi rst 3 days in Figure 8, where during the 
middle of the day all coal plants in the system cannot reduce output further 
without incurring a costly shut down. Any additional zero-cost renewable 
energy generated during these hours cannot be used by the system so have 
zero value, and the system marginal price is $0/MWh.

Figure 16 shows the operation of CSP plants in these three days. CSP 
without storage generates in the middle of the day, producing some output 
that provides zero incremental value (when the system marginal price is 
zero). During these periods, CSP with thermal storage generates at low 
output, or shuts down, avoiding curtailed energy and maximizing value by 
shifting energy to periods of higher net demand and providing potentially 
valuable ramping services.

The ability to avoid renewable generation during periods of low or zero 
value will be an increasingly important source of value as renewable pen-
etration increases. In the high RE scenario, about 5% of the additional PV 
and about 6% of the CSP without storage has zero value and is effectively 
curtailed. The number of hours of zero value generation (resulting in re-
newable curtailment) is highly non-linear as a function of renewable pen-
etration and would be expected to increase without additional measures to 
increase system fl exibility (Denholm and Margolis 2007).

The sum of these factors, including the mix of generation, fuel cost, 
and curtailment can be translated into the source of avoided fuel costs in 
Table 4. Tables 5 and 6 further explain the source of avoided costs for the 
different generator types. Table 5 indicates the type of generation avoided 
by each unit of generation. In the low RE case, each kilowatt-hour of CSP 
without storage avoids 0.9 kWh of combined cycle generation and 0.1 
kWh of combustion turbine generation. In some cases, the smoothing of 
the load can actually increase the use of some lower-cost generator types; 
in the low RE case, CSP with storage and PV can improve the system dis-
patch and increase low-cost coal generation slightly. The fl at block results 
show a greater displacement of coal because it generates at constant out-
put, including at night when coal is often on the margin. Table 5 demon-
strates how, in the high RE scenario, much of the gas generation has been 
removed by the system, and coal is on the margin for more hours. Both PV 
and CSP without storage remove similar amounts of combined cycle and 
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coal; however, CSP with storage continues to avoid mostly gas generation 
due to the dispatchability of the resource.

In some cases, each unit of generation removes more or less than 1 unit 
of thermal generation. This is due to two factors: pumped storage operation 
and curtailment. The fl at block in the low RE case frees up coal generation 
to displace more costly gas plant operation via the use of pumped storage. 
However, because storage incurs losses, this results in a small increase in 
thermal generation. The opposite occurs in the low RE PV case and the 
CSP with storage cases. The displacement of higher-cost generation in 
these cases reduces the economic operation of pumped storage, decreas-
ing storage losses and resulting in more than 1 unit of avoided generation 
per unit of solar generation. At higher RE penetration, solar without stor-
age displaces less than 1 unit of thermal generation due to curtailment of 
renewable generators.

TABLE 5: Avoided Thermal Generation

Avoided Thermal Generation (kWh/kWh)

Low RE Scenario High RE Scenario

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Coal 0.09 -0.06 -0.03 -0.08 0.55 0.50 0.52 0.17

Gas Combined 
Cycle

0.78 0.99 0.91 0.79 0.39 0.50 0.39 0.72

Gas Turbine/
Steam

0.10 0.09 0.11 0.27 0.05 -0.02 -0.01 0.11

Total 0.98 1.03 1.00 1.02 0.99 0.97 0.90 1.04

While Table 5 is a useful illustration of the type of generation avoided, 
the ultimate cost driver is the type and amount of fuel actually displaced. 
Table 6 provides the actual avoided operational fuel in each scenario (in 
MMBTU per MWh of solar generation). Of note is the fact that the avoid-
ed fuel rate increases in the high RE scenario. This is due to the displace-
ment of lower cost, higher heat rate coal units compared to more effi cient, 
higher-cost gas generators. The product of the avoided fuel in Table 6 and 
fuel costs produce the fuel value ($/MWh) in Table 4.
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TABLE 6: Avoided Fuel

Avoided Fuel (MMBTU/MWh)

Low RE Scenario High RE Scenario

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Coal 1.1 -0.7 -0.7 -0.9 5.8 5.2 5.4 1.9

Gas 7.4 8.9 8.9 9.7 3.5 3.6 2.9 7.1

Total 8.5 8.2 8.2 8.8 9.3 8.8 8.3 9.0

An additional important secondary source of value for CSP with TES is 
the ability to avoid thermal plant starts and associated fuel use and main-
tenance. Even at low penetration, PV and CSP without storage tends to in-
crease the variability of the net load, increasing the number of plant starts 
but decreasing the total amount of energy produced by the generation fl eet. 
Table 7 provides the estimated number of avoided starts and percentage re-
duction. Consistent with the previous tables, a positive number represents 
actual avoided starts (a net benefi t), while a negative number means an 
increase in starts. This table demonstrates a signifi cant reduction in starts 
due to the fl exible operation of CSP with TES.

TABLE 7: Avoided Starts

Avoided Starts (Total/%)

Low RE Scenario High RE Scenario

Flat 
Block

PV CSP
(no TES)

CSP (6-
hr TES)

Flat 
Block

PV CSP 
(no TES)

CSP (6-
hr TES)

Coal 3/
0.4%

-1/
-1.1%

-5/-0.7% -8/-1.1% -16/
-2.2%

4/
0.6%

-3/
-0.4%

-18/
-2.5%

Combined 
Cycle

-77/
-6.3%

18/
1.5%

53/4.3% 56/4.6% 9/1.2% 17/
2.2%

-56/
-7.2%

129/
16.5%

Gas 
Turbine/
Steam

362/
4.6%

-412/
-5.2%

-271
/-3.4%

1,099/
13.8%

432/
4.1%

-640/
-6.1%

-361/
-3.4%

871/
8.3%
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9.5.3 CAPACITY VALUE

The value calculated in Section 5.2 only addresses the variable operational 
value. Both CSP and PV have the ability to provide system capacity and 
replace new generation. However, the actual capacity value of solar tech-
nologies depends on their coincidence with demand patterns and how this 
coincidence changes as a function of penetration.

At low penetration, the capacity credit (equal to the fraction of capac-
ity that is available during periods of high net demand) of PV and CSP 
without TES is relatively high. Figure 17 shows the simulated solar out-
put during three peak demand days in the low RE system, including the 
system annual peak on July 27 showing high correlation. As a result, each 
megawatt of PV or CSP without TES reduces the net demand by a signifi -
cant amount and eliminates the need for conventional generation.

As the penetration of PV or CSP without storage increases, the ca-
pacity credit drops signifi cantly. Solar energy shifts the peak to later in 
the day, to periods where solar output is low or zero. In Figure 17, the 
annual peak demand occurred in the hour ending at 2 p.m. on July 27.

FIGURE 17: Correlation of demand and solar generation on a 3-day period starting July 
26 (low RE case)
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(Other peak demand hours are typically an hour or two later.) However, 
in the high RE case, where solar provides 8% of total demand, the net 
demand has been shifted to later in the day where solar is no longer highly 
correlated with load. Figure 18 shows an example of a new period of high 
peak demand in the high RE case where the net load peaks in the hour 
ending at 7 p.m. on the fi rst and third day. On these 3 days beginning on 
July 17, there is still strong solar output, but PV and CSP without storage 
no longer provide signifi cant amounts of net demand reduction. CSP with 
storage shifts generation to later in the day and provides a net demand re-
duction equal to the plant’s rated capacity, resulting in a capacity credit of 
close to 100%. This is shown in detail in Figure 19, which enlarges the net 
load on July 17 and shows the net demand after removing the generation 
from the three different solar technologies.

Estimation of the monetary value of system capacity begins with an esti-
mate of each plant’s capacity credit. There are a number of methods used to 
estimate the capacity credit of VG sources. We used the simple capacity factor 
approximation technique, which has been shown to be a reasonable approxi-
mation for more computationally complex methods (Madaeni et al. 2012).

FIGURE 19: Net demand with different solar generation types on July 17 (high RE case)
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Based on 2006 load and solar patterns, in the low RE case, where PV 
provides about 1% of total demand, each 100 MW (AC rating) of PV or 
CSP without storage provides about 70–75 MW of system capacity value 
before taking into account forced outages. This is comparable to a previ-
ous estimate of PV in Colorado (Xcel 2009). Adding TES to CSP increases 
the capacity value substantially.

Table 8 summarizes the capacity value estimates from this analysis. 
The fi rst row in Table 8 is the capacity credit in terms of fraction of rated 
capacity. This value assumes an equal outage rate for maintenance across 
technologies. The second row translates this into an annualized value per 
installed kilowatt of the corresponding technology by multiplying the ca-
pacity credit by the low and high estimated annual value of a reference 
generator with 100% availability. The low value of the reference genera-
tor is $77/kW, based on the estimated annualized cost of a combustion 
turbine, while the high value is $147/kW, based on the annualized cost of 
combined cycle generator.

Row 3 of Table 8 translates this value per installed kilowatt into a value 
per unit of generation. This is calculated by multiplying the value per unit 
of capacity by the total capacity (to get the total annual value of the in-
stalled generator), then dividing this value by the total energy production. 
This introduces some unusual and somewhat counterintuitive outcomes, 
resulting largely from the impact of solar multiple and the use of TES, 
as demonstrated previously by Mills and Wiser (2012). A CSP plant with 
storage and a PV plant providing equal amounts of energy on an annual 
basis will have a different installed capacity. In the test system, 300 MW 
of CSP with a solar multiple of 2.0 and 6 hours of storage provides the 
same amount of energy as 577 MW of PV capacity. In the low penetra-
tion case, CSP provides 294 MW of system capacity at a capacity credit 
of 98%, while PV at a 70% capacity value provides 404 MW. This means 
the aggregated PV plant has a higher overall capacity value than the CSP 
plant, and because both plants produce the same amount of energy, PV 
produces a higher value of capacity on a per unit of energy basis. This 
effect disappears in the high RE case where the capacity value of PV and 
CSP without storage is very low. This issue is illustrated conceptually in 
Figure 20, where the output of PV and CSP is shown for a single day (July 
17). It shows that at the peak hour, a CSP plant without storage has a high-
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er capacity value than the CSP plant with storage. It also shows that this 
benefi t on this particular day is at the very edge of production and again 
demonstrates the dramatic drop in capacity value of PV and CSP without 
storage at fairly low penetration.

TABLE 8: Capacity Value

Low RE Scenario High RE Scenario

Flat 
Block

PV CSP 
(no 
TES)

CSP 
(6-hr 
TES)

Flat 
Block

PV CSP (no 
TES)

CSP 
(6-hr 
TES)

Capacity Credit 
(%)

100 70 75 98 100 13 3 78

Capacity Value 
(Low/High) 
($/kW)

77/147 54/
103

58/110 76/144 77/147 10/19 3/5 60/115

Capacity Value 
(Low/High) ($/
MWh)

8.8/
16.8

29.7/
56.6

29.1/
55.3

21.2/
40.4

8.8/16.8 5.3/10.1 1.3/2.4 17.1/ 
32.6

In the high RE scenario, CSP with storage is able to generate at nearly 
full output during remaining high demand periods in the summer. How-
ever, it experiences a reduction in overall capacity value due primarily to 
limited energy availability during a few hours of relatively high demand 
in the winter.

9.5.4 TOTAL VALUE

The total value of the different generation sources is the sum of the opera-
tional value and capacity value. Figure 21 summarizes the values for the 
different cases by combining the operational value from Table 4 and the 
capacity value from Table 8.
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FIGURE 20: Comparison of solar output on a high-demand day (July 17)

FIGURE 21: Total value of generation sources in the test system
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9.5.5 SENSITIVITIES AND COMPARISON TO PREVIOUS 
WORK

9.5.5.1 HOURS OF STORAGE

Additional cases were run with CSP with 8 hours of storage and no chang-
es to the solar multiple. The value of CSP increased slightly, by about 
$0.9/MWh in the low RE case and about $1.0/MWh in the high RE case. 
This decrease in marginal value of additional storage for a constant solar 
multiple or lower has been observed previously (Sioshansi and Denholm 
2010.) However, additional analysis is needed to quantify the impact of 
various amounts of storage and different technology types, particularly 
under various RE penetration scenarios.

FIGURE 22: Estimated operational value of CSP as a function of gas prices
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9.5.5.2 NATURAL GAS PRICE

The natural gas price used in the test system ($4.1/MMBTU) is much lower 
than historical prices. Given the uncertainty over fuel prices and the high 
level of sensitivity of the results to natural gas prices, we estimated the im-
pact of varying the cost of natural gas. We ran scenarios with generation-
weighted natural gas prices equal to $5.9/MMBTU and $7.8/MMBTU. 
We found that total fuel use is similar in the various cases and the value 
of avoided fuel is proportional to fuel price. (This relationship would not 
necessarily hold for lower gas prices, where at some point the dispatch 
stack of gas and coal generation would be inverted, and the variable cost of 
coal generation would put a floor on the value of avoided generation.) Ad-
ditional analysis and discussion of this is provided by Diakov et al. (2012). 
Figure 22 provides an estimate of the change in the operational value of 
CSP as a function of natural gas prices for the two RE penetration cases, 
using a linear fit to the results from the three fuel price scenarios.

9.5.5.3 COMPARISON TO PREVIOUS ESTIMATES

The analysis of CSP in the test system shows much lower operational val-
ue for CSP compared to two previous analyses. Table 9 lists the value of 
CSP with and without storage from two previous studies.

TABLE 9: Previous Estimates of the Operational Value of CSP With and Without TES

Study Location CSP Value ($/MWh) Value Considered Sourcea

CSP (no TES) CSP 
(with 6-hour TES)

Arizona 47.0 50.5 Energy Only 1

New Mexico 61.2 66.2 Energy Only 1

California 58.5 67.9 Energy Only 1

Texas 89.4 98.4 Energy 
(with scarcity)

1

California 53.8 (energy) 56.3 (energy) Energy + Capacity 
(Separate)

2

aSources: 1= Sioshansi and Denholm (2010); 2 = Mills and Wiser (2012)
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The differences between the test system value and previous analysis 
result from several factors. For appropriate comparison, the type of market 
or value must be considered. The fi rst three locations in Table 9 are used 
historic energy-only market prices. These were derived from two regu-
lated markets (Arizona and New Mexico) and a wholesale energy-only 
market (the California Independent System Operator - CAISO). In these 
studies, CSP was dispatched against hourly system marginal prices pub-
lished by the utility or system operator. For the regulated markets, these 
system marginal prices are calculated in a manner similar to the dispatch 
model used in this study. For the CAISO market, the data is the system 
market clearing price calculated by the system operator. The most appro-
priate comparison in this study is the low RE operational value in Table 4 
(equal to $35.5/MWh and $42.1/MWh for plants without and with TES, 
respectively). These values are lower than results from the previous stud-
ies, and the differences can be largely explained by both fuel mix and fuel 
price. The previous study results used electricity price data from 2005. In 
2005, the average delivered price of natural gas to utilities in Colorado 
was $7.41/MMBTU compared to $4.1/MMBTU in the 2020 test system. 
Adjusting the value of the test system to this higher-priced gas value us-
ing the estimates in Figure 23 produces an approximate CSP operational 
value of $63/MWh for CSP without storage and $76/MWh for CSP with 
storage. These values are closer to the previous estimates in Table 9, with 
the difference likely explained by the fuel mix. The largest difference is 
between the test system and Arizona, where coal was on the margin for 
more hours than in the Colorado system where gas is on the margin for 
almost all hours of CSP generation.

The value for Texas is derived from an energy-only market (the Elec-
tric Reliability Council of Texas – ERCOT). However, the CSP value re-
sults from the ERCOT case are still higher than can be explained by higher 
natural gas prices (even after adjusting for the average Texas natural gas 
price of $8.1/MMBTU in 2005). This difference appears to be driven by 
scarcity pricing in the ERCOT market. In locations such as ERCOT that 
do not have capacity markets, high energy prices may be needed to re-
cover capacity costs. These high prices will occur during peak periods 
where capacity reserves are short. In the ERCOT case, for example, there 
are over 400 hours where the price of energy exceeded $150/MWh. This 
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means that the values from the ERCOT system represent more than the 
pure variable cost of CSP benefi ts. A more appropriate comparison would 
be to combine the operational value of CSP in the test system (adjusted for 
the difference in natural gas prices) and the capacity value. However, it is 
not clear that the scarcity pricing that occurred in ERCOT in 2005 would 
be suffi cient to support new capacity, and ERCOT has changed its rules 
since 2005 in part to address this issue. As a result, it is diffi cult to directly 
compare the Texas results with those from the test system.

The fi nal value in Table 9 is from the Mills and Wiser (2012) analysis 
in California that used a reduced form dispatch model to estimate both op-
erational and capacity value independently. The analysis used a natural gas 
price of $6.4/MMBTU. Applying this value to the test system produces an 
estimated operational value of $55/MWh and $66/MWh for CSP plants 
without and with TES, respectively, which are closer to the values in the 
California study. The California study also estimated capacity value—it 
found somewhat lower capacity credit for CSP plants (particularly with 
storage), perhaps due to the different load profi les between the two states.

More analysis is needed to understand how the dispatch decisions 
will affect the operation and associated planning capacity applied to CSP 
plants with TES.

9.5.6 STUDY LIMITATIONS AND FUTURE WORK

This analysis did not perform a complete assessment of the value of CSP 
with TES. In addition to its limited geographical scope, there are several 
limitations to the analysis that will be addressed in future studies, includ-
ing WWSIS II. A primary limitation is related to sub-hourly operation and 
ramp rates due to both variability and uncertainty. The simulations were 
performed at an hourly level and did not consider additional ramping that 
would result at higher time resolution due to solar variability. Further-
more, while flexibility reserves were held to account for solar forecast 
error, these reserves were not dispatched. This would further increase gen-
erator ramp requirements. Finally, the high ramp rates that are observed in 
these hourly simulations impose no additional cost penalty. WWSIS II will 
include 5-minute dispatch and the impact of ramping costs. These simula-
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tions should aid in identifying cost impacts on conventional generators 
and possible mitigation through the use of CSP with TES.

This study also did not perform a detailed assessment of the ability of 
CSP to provide ancillary services, including regulation, fl exibility, or spin-
ning contingency reserve. In conventional power systems, these services 
incur a cost due to two factors. The fi rst is the additional O&M and other 
operational costs associated with additional cycling and other plant opera-
tions required to provide ancillary services. The second is the “opportunity 
cost” associated with holding plants at part load compared to operating at 
full output. We did not have suffi cient data on the operational cost of CSP 
plants in providing ancillary services and how these costs compare to oth-
er generators to evaluate them in this study. We did perform simulations 
in an attempt to calculate any reduction in production cost when providing 
ancillary services from CSP, and found the reduction in total system cost 
to be extremely small. However, the modeled system has very low costs in 
general for provision of ancillary services due to the assumed fl exibility of 
many generator types in the database. Additional analysis will be required 
to further isolate benefi ts of CSP providing ancillary services.

Finally, this analysis considered a single CSP technology type: wet-
cooled trough-type plants with a limited range of storage capacities. Fur-
ther analysis is needed to evaluate the impact of multiple CSP technology 
types under a range of renewable penetration scenarios.

9.6 CONCLUSIONS

Implementation of CSP with TES in commercial production simulation 
and planning tools is an important component of valuing this technology. 
This study evaluated the operation of CSP with TES in two scenarios of 
renewable penetration in a test system based on two balancing areas in 
Colorado and Wyoming. Overall, we found that the simulated CSP plants 
were dispatched to avoid the highest-cost generation, generally shifting 
energy production to the morning and evening in non-summer months 
and shifting energy towards the end of the day in summer months. This 
minimized the overall system production cost by reducing use of the least-
efficient gas generators or preferentially displacing combined cycle gen-
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eration over coal generation. The system also dispatches CSP during the 
periods of highest net load, resulting in a very high capacity value.

Overall, the addition of TES to CSP increases its value; however, the 
difference in value between plants with and without storage is highly de-
pendent on both the cost of natural gas and the penetration of other renew-
able sources, such as PV. At low penetration of renewables, the inherent 
coincidence of solar and price patterns means that CSP without storage 
(and PV) has relatively high value. Combined with a relatively low gas 
price of $4.1/MMBTU used in this study results in an incremental op-
erational value of TES of about $6.6/MWh over a plant without TES (at 
low RE penetration). At higher RE penetration, this difference increases 
as the value of mid-day generation is reduced—in the high RE test system 
this difference in operational value grew to $16.7/MWh. In addition, the 
capacity value of CSP systems with TES remains high, further increasing 
the difference in value associated with TES.
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CHAPTER 10

10.1 BACKGROUND

Carbon-based fuel sources are becoming a hot commodity as the domestic 
electric industry watches the future. Proponents of renewable energy argue 
that an alternative approach will allow for more sustainable energy usage, 
help support future growth, avoid price spikes, allow for energy indepen-
dence, and ultimately help slow the progression of global warming. To 
help illustrate such approach, consider a solar farm composed of Stirling 
engines covering an area of 100 squared miles. This alone could replace 
all the coal burned to generate energy in the United States [1].
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Despite these positive externalities, the potential of major cost inequal-
ity and the associated fi xed costs of renewable resources fuels debates. 
Renewable energy must combat the already present, tested, cheap, and 
ultimately reliable methods currently used to generate power.

This paper examines the cost and benefi ts, both fi nancial and environ-
mental, of two leading forms of solar power generation, grid-tied photo-
voltaic cells (PVs) and Dish Stirling Systems (DSS), using conventional 
carbon-based fuel as a benchmark. First, it will establish the manner in 
which these technologies, PVs and DSS, will be implemented in our study. 
Secondly, it will defi ne a model city, its location, characteristics and con-
straints, which will be used as a parameter to evaluate the benefi ts and 
costs of each technology. Finally, it will attempt to determine whether de-
centralized photovoltaic farming is more effective and sustainable than a 
central, Stirling-engine based solar farm for our model city, with calcula-
tions related to fi xed costs (construction, core technology used, land) and 
variable costs (labor, upkeep) determining the fi nal prices of each power 
source. Our ultimate conclusion will be based on which power source is 
better from a consumer standpoint.

10.2 METHODS

10.2.1 SETTING CONCENTRATED SOLAR POWER AND 
DISTRIBUTED SOLAR POWER EXEMPLIFIERS

As the still immature solar energy market has grown we have learned 
more about different technologies and their ideal application. On the one 
hand, the flat panel photovoltaic cells, typically made of silicon, are the 
best-known form of solar technology [2], while the Concentrated Solar 
Power (CSP) industry is still at its infancy. While both provide a means 
of electricity production, this study is concerned with finding out which 
is the optimal means of energy consumption for a standard, West Coast 
suburban area.

When designing the large scale, high-priced solar farms, CSP is much 
preferred due to its cost effectiveness. However, CSP requires a large 
amount of room and very large-scale equipment to be most effective. Ad-
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ditionally, most recent plant installations have shown that economies of 
scale are applicable and therefore, as plant size increases, capital costs de-
crease [3]. Given this information we have chosen one of the most prom-
ising technologies, the Dish Stirling system, as our large-scale electricity 
producer.

Comparatively, photovoltaic energy production is far more effective 
when used in a decentralized manner due to its intrinsic properties, like its 
smaller size, which allows for more fl exibility in the size of an installation. 
The household installable PV cells allows for single home power genera-
tion, with a surplus sent back to the grid for profi t. These cells, though 
expensive, are often accompanied by a tax incentive. This allows for an 
analysis of decentralized means of power production without the large 
scale fi xed costs of a central producer.

10.2.2 CREATION OF A MODEL CITY

Our goal is to get an accurate representation of the power needs and con-
sumer habits of a typical city. In order to better account for variances and 
external influences, such as city demographics and weather, we decided 
to create a model city to test the two methods of solar-powered electric 
distribution.

10.2.3 MODEL CITY LOCATION AND THE POTENTIAL 
OF THE SUN

The United States is of considerable interest for this study as it receives 
an enormous amount of solar heat when compared to the rest of the world. 
Each year the Earth intercepts a large amount of radiant heat, equal-
ing roughly 5 x 1020 kilocalories. Thought of in terms of area, a typical 
square foot of land in the United States receives more than 1 kilocalorie 
per square foot, per minute or 500 kilocalories per day. Aggregated over 
an acre, those 40,000 square feet receive 20,000,000 kilocalories per day. 
Now, a conservative estimate for energy usage derived from coal, barrels 
of oil, and cubic feet of gas is somewhere around 150,000 kilocalories per 
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day. When compared with the above stated estimate for light energy, the 
Sun could supply 2,000 times the heat energy currently used in the United 
States. Though promising, the illusive issue still remains, turning the po-
tential energy into useful, usable electric energy.

It becomes very obvious that location is of prime importance for suc-
cessful solar farming and energy production. The intensity of solar radia-
tion outside of the Earth’s atmosphere is about 1,300 watts per square me-
ter. We must assume that some of this is lost in the haze and cloud cover, 
leading to an estimate of 80-90% of the solar radiation successfully enter-
ing the atmosphere and reaching the ground. For simplicity we estimate 
this amount to be 1.100 kilowatts per square meter. The composition of 
light that enters is also of great importance, as it determines the applicable 
technology. The rays of sunlight are composed of diffuse light (scattered) 
and also direct rays from the sun (normal radiation). The above factors of 
haze, humidity and cloud cover can affect the light distribution and lead to 
increased scattering. As described by Leitner, fl at panel PV power plants 
use both diffuse and direct radiation, while CSP can only harness the direct 
sunlight.

California is a prime location due to its latitude, low cloud cover and 
humidity, and the amount of sunlight received, as well as its great govern-
ment incentives. This also works for PV, but further modifi ers are required 
for the proposed solar farm. The large land requirements are not diffi cult 
to fi nd, especially in the Western deserts of the United States. Not only 
is space plentiful, but also the conditions are ideal. This land required 
must be fl at, as well as corresponding with other potential limiting factors. 
These factors, which affect the size of the land available, include military 
bases, national parks and protected wilderness, cropland, and developing 
urbanization. According to Leitner, land can be categorized into three re-
source classes of average solar energy resource (kWh/m2/day): 6.0 to 6.5 
(good), 6.5 to 7.0 (great), and 7.0 and above (excellent). Given these fac-
tors, careful analysis reveals the Mojave Desert as an optimal location, 
despite its dwindling size, due to its fl atness, availability of sun, and its 
proximity to major load centers.

Given this location, this study assumes all PV arrays will be facing 
between southwest and southeast at an elevation of around 30° as this 
maximizes solar energy production. Shading should also be taken into ac-
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count, bearing in mind the proximity of local buildings, vegetation and the 
possible future plans of development or tree growth. Even minor shading 
can have a signifi cant effect because it is the cell of lowest illumination 
that determines the current. This is why we set the following characteris-
tics for our model city.

10.2.4 CHARACTERISTICS OF MODEL CITY

Using data from the Census Bureau we estimated that an average Ameri-
can city is composed of 150,000 households. Though more narrowed, city 
is still a wide term—often composed of mixed residential and commer-
cial space. To further simplify things we decided that our city would be 
composed solely of residences, much like a suburb close to a metropoli-
tan area. This allowed us to focus our findings on residential consumers, 
eliminating commercial and industrial electricity use. Furthermore, our 
model city does not include apartment high rises or town homes.

As for the residences themselves, the average American home is 2349 
ft2 in area [4] and an average Californian residence consumes approxi-
mately 6960 kilowatt hours of electricity per year. Following a discussion 
with Executive Planner, Jim Christensen from Pacifi corp we found out 
that to power a city of this size, 353,350,000ft2, we would need to generate 
120 megawatts of power. In the case of our solar farm, we have to take into 
account the 7% average loss through the transmission lines. For the sake 
of conservatism and round numbers, we rounded this 8.4 megawatt loss up 
to 10 megawatts bringing the total to 130 megawatts.

We will take this model city and utilize it in each of our two case stud-
ies. First, we will analyze the requirements of meeting this hypothetical 
city’s needs entirely with residential photovoltaic arrays, with each house-
hold equipped with an array of solar panels necessary to meet the house-
hold’s own electrical needs. For our concentrated dish Stirling engine 
farm, power will be transmitted from a remote location to the model city. 
This second case requires the construction of power substation to lower 
the high voltage being transmitted from the farm into a safer level that can 
be utilized in homes. The costs of this added piece of capital, along with 
all the power source-based calculations, will be detailed in the Results 
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& discussion section under the subtitle, “The case for concentrated Dish 
Stirling generation”.

10.2.5 CONSTRAINING ASSUMPTIONS OF PHOTOVOLTAIC 
TECHNOLOGY

Given the geographical location of our model city, this study will assume 
that the array receives five equivalent noontime hours of sun exposure on 
an average day. This is a slightly conservative estimate; the state’s two 
largest metropolitan areas, Los Angeles and the San Francisco Bay, re-
ceive 5.6 and 5.4 noontime hours of sun on the average day, respectively, 
while other parts of the state receive as much as 7.7 average equivalent 
noontime hours per day [5]. For simplicity’s sake, this analysis also as-
sumes an array generates no electricity outside of noontime hours.

Given that most photovoltaic cells are guaranteed to remain at 80% of 
starting effi ciency after 25 years, as referenced by Black, this analysis will 
assume that the cells lose generating capacity at a compounded .9% per 
year. Thus, it will also limit its lifespan to the fi rst 25 years and assume the 
array possesses no generating capacity afterwards.

Another assumption is the number of times the inverter has to be 
changed. Over time, the inverter coils wear down and eventually fail. 
Though there is not yet a consensus over the average life of a photovoltaic 
array’s inverter, estimates range from as little as 4.7 years [6] to longer 
than the lifespan of the array. For the sake of this analysis, we assume one 
inverter replacement half way through the lifespan of the array.

Finally this study will only take into account governmental policies 
that affect the whole state. Particularly, it will consider the 30% Resident 
Renewable Energy Tax Credit offered by the federal government, and the 
subsidies offered by the California Solar Initiative. However while several 
cities and counties offer additional incentives for photovoltaic array instal-
lations, these will be ignored for the purposes of this paper [7]. Similarly, 
this paper will not assume tiered electricity pricing as it is only active in 
certain parts of California, but it will mention how this may affect our 
fi ndings.
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Research shows that the average effi ciency of these cells lies between 
13% and 16% [8]. This loss in energy results from thermodynamic ef-
fi ciency losses (up to 75%), losses in the inverter (10-15%), refl ectance 
losses (~10%), temperature and dust accumulation (10%), and resistive 
electrical losses (1-3%) [9]. Hence, for the sake of conservatism this 
study will assume a 13% of cell effi ciency. See Additional File 1 for 
further explanation on how energy is lost and further detail on how this 
technology works.

10.2.6 CONSTRAINING ASSUMPTIONS OF CONCENTRATED 
SOLAR PLANT

Given the general location of California this study will set its hypothetical 
solar plant, for precision’s sake, outside the city of Barstow, in the county 
of San Bernardino. Hence, the plant will be affected by its typical weather 
of 102°F in the summer, receiving 281 days of sun, and 22 days of precipi-
tation, with annual rainfall of 5 inches.

To determine the value of the land per acre we did the following re-
search. In a ground known as the Mojave Desert Land Trust land prices 
ranges from $500 [10] to $1,522 [11] per acre depending on the govern-
ment subsidy. Outside the realm of nature preservation the land prices 
begin to increase steadily. A survey of available land in Barstow reveals 
prices of $900 per acre in more rural areas [12] compared to $2,163 [13] 
and $4,225 [14] per acre closer to the city center of Barstow. Given the 
requirements of our project we took the average of the three that best meet 
our land qualities: $500, $900, and $1,522, establishing a cost of $974
per acre.

When it came to defi ning the lifespan of the plant we found many stud-
ies citing a theoretical lifespan ranging from 20 to 30 years. Sean Galla-
gher, Vice President of Market Strategy & Regulatory Affairs at Tessera 
Solar, provided a way to think of things more concretely for the sake of 
our study: the lifetime of a dish Stirling engine is 100,000 hours of run 
time. Now, given that our dishes will run 12 hours a day we get 100,000/12 
= 8,333.33 days of lifetime or 22.83 years. For simplicity’s sake and the 
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potential of downtime due to maintenance in the lifetime of the dishes, we 
set a lifespan of 23 years.

Similarly, over the lifetime of the farm certain routine maintenance 
would have to be performed. These include a complete washing of the 
refl ective mirrors of each engine eight times a year, as well as engine 
maintenance once every two years. However, for calculations’ sake Sean 
Gallagher provided another way of determining the costs by calculating 
maintenance on a kilowatts per hour basis. This is done by defi ning the 
amount of grid-ready kilowatt-hours a dish generates in a year and by 
establishing a cost per kilowatt-hour of electricity generated. This logic 
shows that the cost of maintenance per kilowatt-hour of electricity gen-
erated is less than 2 cents, our case study assumes a cost of 1.8¢ per 
kilowatt-hour.

Next we defi ne the sale price of energy produced with this technol-
ogy. Several studies, including Black and Goodward, have quoted a sale 
price between 6¢ and 8¢ per kilowatt-hour [15], and given that this con-
servative range is outpaced during peak demand where many areas of 
California reach 11.33¢ per kilowatt-hour, this study will set the sale 
price at 8¢.

Finally, we set the initial rate of return (IRR). Given that there are no 
major doubts related to this technology as it has been tested and proven 
reliable, but also given that this is quite a large installation and certain 
speculation remains, as sustained by Leitner, regarding the viability of the 
project, hence we set an IRR of 20% to help dissuade any doubts of tech-
nology risk and help us acquire the necessary level of capital.

10.2.7 SETTING A BENCHMARK 
AND FORMULATING PRICING ASSUMPTIONS

We will use conventional energy as a benchmark when analyzing both 
models’ benefits and costs. According to the Energy Information Adminis-
tration (EIA) data from 2009, the average American household consumes 
936 kilowatt hours of electricity per month at an average retail price of 
10.65¢ per kilowatt hour. This implies that average household consumes 
$99.70 worth of electricity a month. However, given the specific geo-
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graphic locality of California, the average household spends $139.56 in 
electricity a month. Helping to put this into context, the EIA states that 
the United States produces 4,156,745 (thousand) Megawatt hours (MWh) 
per year of which 48.5% comes from coal, 21.6% from natural gas, 19.4% 
from nuclear, 5.8% from hydroelectric sources, 1.6% from oil and 3.1% 
from others, such as solar and wind energy [16].

Since 1970, as sustained by Black, the retail price of residential elec-
tricity in California has risen by an average of 6.7% annually. For our 
analysis, we assume that this trend will continue for the next 25 years. Un-
der this criterion we expect the price of energy to be 22 cents per kWh by 
2015, 42 cents per kWh by 2025 and 80 cents per kWh by 2035. Further-
more, we assume a discount rate of 7%. This rate represents the opportu-
nity cost of investing in a risk free asset plus an extra 2% to accommodate 
price shocks to electricity. Using these values we estimate the total cost of 
energy for our model city at a present value of $3,471,909,155. This value 
represents the aggregate cost of supplying electricity to our 1,044,000,000 
kWh town for 23 years. Performing the same calculations for the Sterling 
Dish farm and taking into consideration the necessary increase in power 
supplied due to transmission loss, we calculate/fi nd a net present value of 
$3,763,352,167. These results will be used when comparing the costs of 
the photovoltaic and Stirling engine models.

10.2.8 SETTING TWO DISCOUNT FACTORS

In order to properly discount for the two technologies we are going to use 
two separate discount factors. For the home photovoltaic system we will 
assume the same discount rate we used for discounting energy coming 
from the national grid, 7%. Here again we assume an initial 5% discount, 
which measures the opportunity cost of investing in a risk free asset. How-
ever, the additional 2% represent the uncertainty in the future price of raw 
materials such as silicon. For the Stirling engine technology we are going 
to use a 10% rate. The higher discount rate makes sense in this case due 
to the higher upfront capital costs and the fact that there is uncertainty 
due the scale of this endeavor because nothing of this sort has been yet 
implemented.
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10.3 RESULTS AND DISCUSSION

10.3.1 THE CASE FOR DISTRIBUTED PHOTOVOLTAIC 
GENERATION

Distributed electricity generation is an attractive technology. By reducing 
or eliminating dependence on the national power grid, the consumer may 
provide for his or her own electricity demand at essentially zero marginal 
cost, whilst often recouping the initial capital investment associated with 
setting up the generation system in future electricity savings and in the 
value of electricity sold to the power grid.

Photovoltaic solar power is the quintessential distributed generation 
technology. The power produced by a photovoltaic array scales linearly 
with the area of the system, so as long as the array produces enough rev-
enue to compensate for the non-generating sunk cost of the system (the 
inverter, etc.), a photovoltaic array is a sensible economic choice. The 
only trait required of a location is open, south-facing space for installation 
when in the northern hemisphere. They have very low maintenance costs, 
require little attention from their owner, and have a lifespan of 25 years, 
commensurate with the time horizon of many home-planning decisions—
most mortgages are 15 or 30 years.

Unfortunately, commercially available photovoltaic cells remain very 
expensive for most residential consumers. The key to making photovoltaic 
arrays a cost-effective alternative to fossil fuels lies in two economic ma-
neuvers on the part of the federal and California state governments.

First, the United States Congress has mandated that a technology and 
accounting practice called “net metering” be available to all electricity 
consumers [17]. Under a net metering scheme, any consumer attached to 
the power grid is given credits for electricity that user produces above his 
or her own electricity consumption through the use of distributed genera-
tion technology. When the consumer is using more electricity than he or 
she is producing, the electricity is purchased at the normal rate. Then, at 
the end of the billing period, the credits are subtracted from the bill, and 
the consumer only owes the utility the difference between the value of the 
electricity he or she produced and the value of the electricity he or she 
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consumed. Due to net metering, a photovoltaic array allows a consumer to 
continue to consume electricity, but at a lower price than he or she would 
purchase that electricity from the local utility company. These savings in 
future electricity bills add to the value of an installed photovoltaic array.

Second, both federal and state governments provide subsidies for the 
installation of solar electricity generating systems. The federal govern-
ment provides a 30% tax credit, for the value of installed residential and 
commercial photovoltaic systems [18]. This subsidy discounts the taxes 
of a property owner who installs a photovoltaic system by 30% of the 
total price of the installed system; for the purposes of our analysis, this is 
equivalent to the federal government paying 30% of the cost of the photo-
voltaic array, leaving the remaining 70% to be paid for by state subsidies 
and the property-owner.

In California, the cost of installing a photovoltaic system is $8.20 per 
watt of generating capacity, the second lowest in the nation [19]. This cost 
is increased by the only substantial maintenance cost associated with resi-
dential photovoltaic systems: the replacement of the inverter. The price of 
a solar array inverter is 71.9¢ per watt of generating capacity [20]. Assum-
ing 2% infl ation and a 7% discount rate per annum, the present value of 
this replacement is 38.6¢ per watt. As the price of inverters has been drop-
ping over time, this allowance for inverter replacement will also allow for 
some routine inverter maintenance in addition to the inverter replacement 
midway through the 25-year span of this analysis. This increases the cost 
of each installed watt by 39¢ per watt, bringing the total cost per installed 
watt of photovoltaic generating capacity to $8.69.

This cost is very high when compared to the cost of grid electricity to 
residential consumers, at 14.9¢ per kilowatt hour [21]. Given our predeter-
mined assumptions that the array receives fi ve equivalent noontime hours 
of sun exposure on an average day and has a 25-year lifespan, the lifetime 
productivity of one watt of photovoltaic generating capability is 45.6 kilo-
watt hours. Following our other assumptions of a 7% annual discount rate 
and a 6.7% increase in the cost of electricity, the present value of those 
generated watts is $5.92; this is only 68.9% of the initial capital invest-
ment required to acquire that one watt of generating capacity. However, 
after the 30% federal tax credit, the array has paid for itself, leaving a 21¢ 
cost to the consumer per installed watt of generating capacity. This means 
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the lump-sum rebate given by the state of California through its Califor-
nia Solar Initiative is almost entirely profi t for the consumer, leaving the 
present value of an installed watt of photovoltaic generation capacity as 
substantially positive.

This analysis is complicated by the way California has structured 
its rebate. The level of the California Solar Initiative incentive drops as 
more solar arrays are installed in the state, and these drops are not applied 
uniformly across the state. The current rebate for residential consumers 
ranges from $1.10 to $1.90 per watt of installed generating capacity, 
depending on the consumer’s utility company [22]. This level of subsidy 
leads to a profi t for the consumer of $0.90 to $1.70 per watt of installed 
solar generating capacity; a 10.4% to 19.7% return on investment. In the 
future, this rebate is scheduled to drop as low as 20¢ per watt, but even 
in this case the present value of each installed watt is almost exactly 
zero. However, by the time the California Solar Initiatives have reached 
this low level of subsidy, the technology’s effi ciency and cost will likely 
have improved enough for the photovoltaic array to remain a profi table 
investment. See Additional Files 2 and 3 for capacity and present-value 
calculations.

The meaning of these numbers is more readily grasped by considering 
the case of a typical home. The average Californian residence consumes 
580 kilowatt hours of electricity per month, or just under two-thirds the 
national average. By way of comparison, the average American residence 
consumes 936 kWh of electricity monthly [23]. At 14.9¢ per kilowatt hour, 
the annual electricity bill of the average Californian residence is $1037.04. 
In order to meet fully the annual electricity needs of such a home, it would 
need a photovoltaic array capable of capturing an average of 3.81 kilowatt 
during the approximately 5 daily noontime hours available to all Califor-
nians During these hours, each square meter of California receives at least 
5 kilowatts of power from the sun. Since our constraining assumptions es-
tablish that our solar array is 13% effi cient and captures no energy outside 
noontime sun, a photovoltaic system of 29.3m2 (302 ft2) would power the 
needs of the average Californian residence.

By comparison,according to ABC New’s report, the average Ameri-
can house is 2349 ft2 in area. Assuming the average house has two sto-
ries of equal size, an array covering only slightly more than one-quarter 
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of the house’s roof will meet the needs of the average American home 
in California.

At an initial capzital cost of $8.20 per watt, a 3.811 kilowatt system will 
have a total cost of $31,251. Deducting the 30% federal tax credit reduces 
the capital cost to $21,875. This cost is further reduced by the California 
Solar Initiative rebate, which reduces the cost to between $14,635 and 
$17,683 for the consumer. However, since an array of this size will fully 
meet the annual needs of the consumer (after annual net metering), the 
present value of 25 years of electricity bills must be considered. Given our 
constraining assumptions of a 6.7% annual increase in the price of electric-
ity, a 7% discount rate, and a loss to generating capability of .9% per year, 
the present value of future electricity savings is $22,581. As these future 
savings are greater than the out-of-pocket costs to the consumer, installing 
such an array is a revenue-positive action on the part of the homeowner, 
earning him or her $4,897 to $7,946. After a single inverter replacement 
halfway through the 25-year lifetime of the array, this present value is 
reduced to $3,411 to $6,475. However, this consumer surplus came at a 
loss to federal and state governments of $13,567 to $16,616. This means 
each grid-neutral home creates a dead weight loss of $10,157. Of course, 
this money does not evaporate, it goes to another agent, the photovoltaic 
array-producing fi rm. However, it is a loss to the system between consum-
ers and the government.

Even in situations where the present value of future savings on elec-
tricity is less than zero, additional incentives remain for homeowners to 
purchase photovoltaic arrays. The most substantial of these is the boon to 
home resale value. While estimates vary on the precise level of increase 
in property value due to the installation of an array, the most common 
estimate is that decreases in annual operating cost increase home value 
by a ratio of 20:1. That is to say, an array that made a home grid-neutral 
would decrease the average California residence’s annual electricity bill 
by $1,037, leading to a $20,741 increase in the property’s resale value. 
The logic underlying this fi gure is that the annual savings allow the po-
tential homeowner to take a larger mortgage to purchase the home, and 
the roughly $1,000 saved each year may be put into debt service on a 5% 
mortgage. A more theoretical analysis would conclude that the maximum 
increase in property value should equal the present value of remaining 
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future electricity bills at the time of the transfer of ownership of the house. 
In either case, installing a photovoltaic array is revenue-positive decision 
for the current owner of the house even if the home is sold the day after 
the array is installed.

It is important to note that these estimates are somewhat conservative 
given our constraining assumptions that the array has no value after its 25 
year lifespan, that it generates no electricity outside of noontime hours, 
that the array is in the parts of California that receive the least intense 
sunlight, and that this study does not take into account tiered electricity 
pricing since it is only active in some parts of California.

In most cases, tiered pricing on retail electricity will make solar tech-
nology more attractive rather than less for most residential settings; in 
variable cost schemes, the price of electricity tends to be highest during 
the heat of the day, especially in the summer. At these times, photovoltaic 
arrays are at their most productive, and are likely to be producing more 
power than the attached home is consuming. As a result, the array will 
be pushing electricity onto the grid, generating net-metering credit when 
electricity is at its highest price. After sunset, when the photovoltaic array 
is not generating electricity, the residence will be drawing electricity from 
the grid when the price level is lower.

Of course, the most compelling reason for the widespread adoption of 
solar electricity generation technology is the reduction of the negative ex-
ternalities of other sources of electrical power. In particular, the carbon di-
oxide released by the burning of fossil fuels is understood to be the driving 
force behind global warming, and is thus a matter of prime concern. For 
instance, one kilowatt hour of power generation in California correlates to 
0.30 kilograms (0.66 pounds) of CO2 emissions, meaning a grid-neutral 
photovoltaic array attached to the average California residence initially 
reduces carbon emissions by 2.1 metric tons per year. Over the 25-year 
lifespan of the array, accounting for decay in the quality of the land, total 
CO2 emissions are reduced by 45.6 metric tons. This equates to 12.2 kilo-
grams of lifetime CO2 emissions reduced per watt of installed generation 
capacity. The initial capital cost of these CO2 emission reductions is 67¢ 
per kilogram over the lifetime of the array; the federal tax credit is 20¢, 
the California Solar Initiative rebate is 9¢ to 16¢, and the present value of 
consumer net revenue per kilogram of reduced CO2 emissions is 7¢ to 14¢, 
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depending on the level of state subsidy. The economy-wide cost of these 
reduced emissions is thus 22¢ per kilogram.

This analysis reveals that heavy subsidies from federal and state gov-
ernments have made photovoltaic arrays a sensible investment for the av-
erage residential consumer. If the consumer possesses the available roof 
space facing in an appropriate direction, a photovoltaic array is a profi table 
investment yielding 10-20% returns over the lifespan of the array, even 
after a 7% discount rate, and conservative estimates for the output of the 
array. Even as subsidies decrease, the increase to a home’s property value 
provide a strong incentive for homeowners to augment their homes with 
grid-tied photovoltaic arrays. These returns compare particularly favor-
ably to other investments, as they are not subject to taxation; federal law 
mandates that photovoltaic arrays do not increase property taxes, and the 
present value of future electricity savings are already post-tax earnings.

10.3.2 THE CASE FOR CONCENTRATED DISH 
STIRLING GENERATION

The size of our solar farm is determined by the number of Stirling engines 
needed to power our model city and the manner in which these will be 
arranged. Each dish Stirling engine produces 25kilowatts on its own [23] 
given that our model city requires 130 megawatts we would require 5,200 
dish Stirling engines. Note that the construction of a solar farm is sys-
tematic and allows for each completely installed dish to begin generating 
electricity prior to the full completion of the farm (see Additional File 4). 
In this case we have established that the dishes will be installed in sets of 
60, each one ramping to productive capacity when installed. Hence, 86 2/3 
60-dish installations are required, which we will round up to 87 to cover 
for extra energy spikes, other engines lost due to maintenance, etc.

Taking conventional estimates into consideration we determine that 
the plant would required between 780 and 910 acres to accommodate the 
number of dishes necessary to power our farm sustainably. Note that the 
traditional means of calculating the dimensions required for a plant, as 
explained by Gallagher, is to assume 6 to 7 acres per 1MW. To add pre-
cision for the sake of later calculations, we will choose 6.5 acres as the 
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requirement per megawatt. Given this we calculate a land requirement of 
845 acres. Since our solar farm has been set just outside the city of Bar-
stow in the San Bernardino County, where the expected cost of land is of 
$974 per acre (See Constraining Assumptions of Dish Stirling System for 
details), we estimate a cost of $823,030 in order to fully house the required 
equipment.

According to Sean Gallagher, a 130 megawatt plant size would roughly 
necessitate 150 construction workers. Due to the nature of the construc-
tion we fortunately would not need a specialty construction company or 
a wealth of engineers. Another bonus of this well-defi ned, modular con-
struction process is that it allows for 24-hour construction as the optical 
alignment can take place during the night. See Additional File 4 for details 
on the construction process.

The construction progresses at a typical speed of one megawatt of gen-
erating capacity completely installed and completed per day. Given that 
each dish represents 25 kilowatts (or 0.025 MW) we get a number of 40 
dishes installed per day. This allows for four arrays of 60 to go active ev-
ery week. Now, assuming completion of 40 dishes a day, and given 5,200 
dishes required, the construction process would stretch over 130 days.

There is some diffi culty in cost speculation regarding construction as 
well as parts production related to dish Stirling. This uncertainty stems 
mostly from the lack of any large-scale plants having been put into com-
mission. Even so we have analyzed the costs associated with similar 
large-scale construction projects and have come up with the following 
information.

Port, in a 2005 BusinessWeek article stated that the handcrafted dish 
itself is a costly monster at $250,000 per rig. Bulk orders, opposed to the 
one-off tailor made orders, can help lower the costs by roughly $100,000 
apiece. Large economies of scale in production promise to lower the cost 
even further in theory, reaching a sticker price of roughly $80,000 or even 
$50,000. Further research has shown that the new expectation for “mature 
price approximation” for the strict production of dish Stirling engines is 
$1,000 per kilowatt [24], given larger scale production. This number fi ts 
well with the cost adjustments achieved with larger installations. Sean Gal-
lagher cited the notion that a 25kilowatt dish Stirling engine costs $75,000 
per dish installed—including both the fabrication and installation costs. 
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This gives a price of $3,000 per kilowatt. This discrepancy of $2,000 can 
be accounted for by different production cost approximation and the cost 
of installation. Therefore, given the situation today we estimate a cost of 
$75,000 for each engine in an ideal production cycle. This implies a cost 
of $75,000*5,200, equaling $390,000,000 for both dish production and 
installation.

However, any substantial exploitation of the renewable source will de-
pend on being able to transmit the energy from its source to its fi nal point 
of usage, in this case, an urban center [25]. Hence, a substation needs to 
be constructed in order to lower the voltage transmitted by the solar farm. 
Placing the solar farm roughly one hundred miles from our city means 
that we need a minimum transmission voltage of 138,000 volts. For the 
initial calculation we are using a base unit for a 40-megawatt plant and 
given that these costs are linear we can then adjust for our 130-megawatt 
solar farm. Assuming high side protection, a circuit breaker will need to 
be installed which will cost $75,000. Then at the heart of the substation 
we have the transformer. A 138Kv to 12.5Kv 40 MVA transformer is go-
ing to cost $750,000. In addition there is a low side breaker, which recent 
estimates put at $20,000. Now that we have the large pieces of capital ac-
counted for there is the engineering and parts and pieces need to connect 
it all together and make it work. A conservative estimate was given of 
$155,000, which brings our grand total to $1,000,000 for our 40 megawatt 
substation. Adjusting for our 130 megawatt farm leaves us with a fi xed 
cost of $3,250,000.

As to maintenance costs, these will be calculated on a kilowatts per hour 
basis, which requires an estimate of the kilowatts per hour received per day. 
Barstow in San Bernardino County, CA enjoys an average number of 7.587 
kWh/m2/day [26]. Knowing that each dish Stirling engine is 38 foot high 
by 40-foot wide solar concentrator in a dish structure [27], we calculate a 
surface area of about 111m2. Given that this system has an effi ciency rat-
ing of 31.25% for converting solar thermal heat into grid quality electricity 
[28], we calculate that out of a total of 7.587 kWh/m2/day hitting Barstow 
only 2.37 kWh/m2/day will be converted into grid ready electricity. Hence, 
96,058.5 kilowatt hours per year can be generated per dish.

Given our established maintenance cost of 1.8¢ per kilowatt hour, we 
get a maintenance cost of $1,729.1 per dish per year and a total cost of 
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$8,991,078.67 per year for the 5,200 dishes in the plant. Another way of 
viewing this, which this study will later use to compare it with photovol-
taic cells, is $.069 per watt per year.

Therefore the present value of the maintenance cost over the pre-
determined lifespan of 23 years, assuming an infl ation rate of 2% and 
a discount rate of 10%, would be 78¢ per watt or $101,855,915 for the 
whole 130-megawatt plant. See Additional Files 5 and 6 for present value 
calculations.

From an energy standpoint it appears that the solar farm is primed for 
commercial success—at least as far as demand is concerned. The solar 
source delivers very reliable peak power when the sun is shining. This 
time is ideal for delivery of sunlight, as daytime is the end of the user’s 
peak demand: therefore, peak load equals peak power.

In order to calculate the lifetime profi tability of the plant we must take 
into account the construction costs as well as the fi xed costs and upfront 
capital required for the initial construction. Given the quick nature of the 
construction process we would need the construction cost, the substation 
cost, and the cost of the land upfront. In order to acquire this level of capi-
tal from investors we must appeal to them with an attractive internal rate 
of return based on the perception of risk associated with the technology. 
As stated before, this study has assumed that an IRR of 20% would help 
dissuade any doubts of technology risk and allow for us to acquire the 
necessary level of capital.

In order to derive the revenues generated by the Stirling engines tech-
nology we used the total energy needed per year for our city: 1,044,000,000 
kilowatt hours. Following our constraining assumptions we used a high 
side estimate of 8¢ per kilowatt-hour, 6.7% increase in electricity per year 
and 10% discount rate, arriving at a revenue of $1,402,282,942.

Using the above calculations for capital, land and the substation, we 
arrived to a total fi xed cost of $394,073,030. Given that all this money 
is borrowed upfront we are giving our investors an internal rate of re-
turn of 20%. Total interest payment to investors is $78,814,606. Final-
ly, we must account for maintenance cost, which has a present value of 
$101,855,915. Adding these three numbers together we arrive at a com-
plete lifetime cost of $574,743,551.Given that profi ts equal revenue minus 
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cost, that is $1,402,282,942 less $574,743,551, we arrive at total profi ts of 
$827,539,391.

10.3.3 A DISCUSSION ON POTENTIAL PROBLEMS 
OF SOLAR TECHNOLOGIES

From the above analysis it is clear that both investments are a revenue 
positive action. However, some concerns may remain as to its pragmatism 
given that some potential problems of relying on the sun as a source of 
energy include seasonality, cloud cover and unpredictability, as well as 
nightly outages.

Though it may seem obvious there is a lack of sunlight during the eve-
ning, a problem that represents an important factor when considering solar 
energy, the alternative trough and solar tower CSP systems can utilize a 
hybridization system to combat their nighttime losses. Though less effi -
cient, they utilize natural gas to keep their turbines moving. This is not too 
large a concern as it utilizes equipment that would otherwise be idle. There 
have been proposals for the incorporation of a hybrid fossil fuel system 
into the Dish Stirling system, but it would suffer from lower effi ciencies 
and lose some of its zero emissions appeal. The notion of a mixed fuel 
system is a disadvantage for the Stirling, as it would need to be an integral 
part of its design. Regarding photovoltaic cells, although during the night-
time energy would not be produced, during the day the cells should over-
produce. The net metering enables the photovoltaic cell to take advantage 
of electricity from the national grid during times of shortages, but due to 
its overproduction, stay grid neutral.

Additionally, both photovoltaic and dish Stirling technologies can fall 
victim to the unpredictability of cloud cover and weather. However, Dish 
Stirling units have the unique ability to ramp up to full output within sec-
onds. This coupled with their bigger size and ability to track the sun, as 
explained by Leitner, allows for average output that tracks average radia-
tion levels very well. Still, they suffer similar disadvantages to PV given 
cloud cover, but they are even worse off given their inability to utilize 
scattered light.
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FIGURE 1:Solar resource and electric load in the Mojave Desert.

Lastly, Leitner also explains that in the case of seasonality, clouds and 
haze reduce output by 20% in December and January. Likewise, shorter 
days and less direct exposure to sunlight are instrumental in the total out-
put of the Stirling engines. The summer remains the strongest time period 
for sun collection. However, despite these short falls, solar energy closely 
matches the electricity consumption cycle of consumers. The energy pro-
duction is closely correlated with load, increasing in summer when it is most 
required—air conditioning being a huge factor in this region. The result is 
almost simply a downward parabola, centered at June (See Figure 1).

10.4 CONCLUSIONS

Given our analysis in the previous sections, we conclude that the dish 
Stirling system is a superior option. We found that the dish Stirling con-
sumer receives 6.37 dollars per watt while the home photovoltaic system 
consumer receives between 0.9 and 1.70 dollars per watt. Given these 
findings, we see that consumers are better off investing in a dish Stirling 
system. We see a significantly greater return on this technology compared 
to photovoltaic cells. This, at first, seems odd given that the expenses for 
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Stirling engines are much greater than that of photovoltaic cells. However, 
given that the power is ultimately sold back to consumers we were even-
tually able to realize a profit. Furthermore, once put in the scope of the 
real world the dish Stirling engine appears to gain more positive moment. 
For example the feasibility of a solar farm, given its size, can often be 
brought into question. However, gaining a set of several strong investors 
seems much more feasible than getting a town of 150,000 households to 
put photovoltaic cells on their roofs. It is far easier to do the former, which 
intuitively makes sense. Then there is the issue of efficiencies. We said 
earlier that the efficiency of photovoltaic cells is between 13-16% while 
that of the Stirling engine is 31.25%. Based on the higher efficiency of 
the Stirling engine, it is not difficult to believe that this technology will 
outperform its rival. However, one thing we did not take into consideration 
was potential subsidies or grants given for the construction of the farm. 
These have the potential to drive the costs down even further, increasing 
the watts per dollar generated, thus further widening the gap between Stir-
ling engines and photovoltaic systems.

If our goal is a reduction of CO2 emissions, then clearly both methods 
of electric productions eliminate most CO2 emissions via reduction of fos-
sil fuel-based production processes. Though there may be some CO2 emis-
sions during the manufacturing processes these emissions are incredibly 
small in comparison to the reduction in fossil fuels used.

As to policy implications, given current levels of subsidies and tax 
credits we found that the home photovoltaic system actually returns a 
profi t to the homeowner. This indicates that these subsidies are too high 
and the policy is lagging behind new advances in technology. This misal-
location could instead be used in the subsidy of dish Stirling farms where 
it would receive a much higher return.

Stepping away from subsidy policy we must now also consider the 
environmental impact concerns of dish Stirling construction. The clearing 
of vast acreages of land poses serious concerns for wildlife habitats as well 
as water usage issues. One must remember that these farms are located in 
the Mojave Desert where water is scarce. The Mojave Desert Land Trust 
was set up to combat the development of these precious ecosystems of the 
west. This group has taken the initiative to purchase land an incorporate it 
into preserves, saving animals from possible extinction.
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Ultimately, the positive aspects seem to outweigh any minor concerns 
or potential externalities. The solar farm, and even the less practical decen-
tralized photovoltaic deployments, help alleviate CO2 emissions as well 
as maturing renewable energy technology. The major goal is to one day 
achieve fully sustainable systems, run completely on renewable energy, 
giving a cheap source of electricity and an all-important source of energy 
independence.
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CHAPTER 11

EXCERPT FROM: COMMUNITY 
RESPONSE TO CONCENTRATING 
SOLAR POWER IN THE SAN LUIS 
VALLEY

B.C. FARHAR, L.M. HUNTER, T.M. KIRKLAND, AND K.J. TIERNEY

11.1 PERCEIVED ADVANTAGES

11.1.1 INTRODUCTION

Stakeholder informants were asked about their organizations’ view on the 
advantages and disadvantages of renewable energy generally and of CSP 
in the San Luis Valley. The 396 pages of text were content-analyzed to 
discern discrete mentions of perceived advantages of renewable energy 
generally in the context of open-ended questioning; these are considered 
“responses.” Five broad categories of advantages were developed from the 
comments themselves: (1) economic, (2) environmental, (3) technologi-
cal, (4) social-psychological, and (5) policy and regulatory. Under each 



312  Solar Energy: Application, Economics, and Public Perceptio

of these broad categories, subcategories were defined. Each response was 
coded by category and subcategory.

Table 1 shows that 231 discrete responses mentioned advantages of re-
newable energy generally and CSP specifi cally were identifi ed. The table 
is organized in terms of decreasing frequency of mention (or responses) of 
the different types of advantages, with economic advantages receiving the 
most emphasis in the data set overall (44%), followed by environmental 
advantages (26%), technological advantages (19%), social-psychological 
advantages (9%), and policy and regulatory advantages (2%).

Overall economic advantages are mentioned far more frequently than 
are environmental or other types of advantages by both types of stakehold-
ers. Stakeholder interviewees inside the SLV mentioned economic advan-
tages of CSP specifi cally in the Valley almost twice as often as they men-
tioned economic advantages of renewable energy generally, suggesting 
that local economic advantages of a proposed CSP facility weighs more in 
locals’ positions toward the facility than other considerations.

TABLE 1: Types and Percentage Distribution of Responses about Perceived Advantages 
from Stakeholders within and outside of the San Luis Valley (n=231 comments)

Types of Advantages Renewable Energy Generally CSP Specifically

% Responses 
Within SLV

% Outside 
SLV

% Responses 
Within SLV

% Outside 
SLV

% Totals

Economic 27 38 53 52 44

Environmental 40 34 20 15 26

Technological 25 15 11 26 19

Social-psychological 4 6 16 7 9

Policy and regulatory 4 7 -- -- 2

100% (n=48) 100% (n=53) 100% (n=64) 100% 
(n=66)

100% 
(n=231)

Stakeholders outside the Valley more often mentioned “technological” 
advantages than did those in the Valley, suggesting their higher level of 
technical sophistication about CSP. Third, environmental advantages of 
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both renewable energy generally and of CSP specifi cally were mentioned 
somewhat more frequently by Valley stakeholders than by outsiders. 
Fourth, Valley stakeholders mentioned “social-psychological” advantages 
more frequently than did those outside the Valley. Each of these the cat-
egories of advantages is discussed and exemplifi ed in more detail below.

11.1.2 ECONOMIC ADVANTAGES

Economic advantages identified tended to focus on the potential economic 
impacts of CSP within the Valley, rather than on effects of renewable en-
ergy generally. The 44% of discrete responses categorized as economic 
(n=67) fell into six somewhat overlapping categories of advantages, dis-
cussed below. Most frequently mentioned were potential improvements to 
the local SLV economy from the siting of a CSP facility there. Two quotes 
from Valley stakeholders:

…it'll happen. For everyone [but farmers], this is a no-brainer. If 
we just had the wherewithal as a little rural community to make 
this happen and to be sure that the SLV reaps the rewards…how 
can we make sure that the SLV reaps the rewards? Because some-
one could build a solar plant and all the money leaves the local 
economy…we'll, we've done good for our planet, but how can we 
make this benefit our own economic development?

…our intent to have this valley 100% renewable by the year 2010. 
And that could happen in an hour if Tri-State, Xcel, and Rural 
Electric all agreed that they could get mutual benefit because we 
could actually purchase enough [renewable energy credits] to 
have the Valley 100% renewable based on existing energy…

Proportionally more stakeholders outside the Valley than within it re-
ferred to economic benefi ts for the people living in the SLV; it was one of 
several benefi ts of CSP that they cited to describe the benefi ts of siting a 
CSP facility there.
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…the new energy economy has been a huge boom to our state with 
respect to job creation and economic development at a time when 
we really need it the most.

They use a local resource so they create economic activity in the 
Valley . . . It adds another engine to the Valley's economy. The Val-
ley is pretty much agricultural as I understand it, so you bring in 
a very clean other business.

….having the ability to create a new sustainable energy industry, 
also looking at the opportunity that we could generate as much as 
$2 billion in new investment in rural communities which are so 
desperately in need of….

On the other hand, Valley stakeholders stressed the idea that renewable 
energy generally creates jobs and that a local CSP facility could lead to 
the location of a manufacturing facility in the Valley. This notion was cir-
culating fairly widely within the Valley at the time of the interviews, and 
appeared to be based on statements made by the CSP industry.

And it would create a large number of construction jobs—about 
1,000-2,000 over a two-year period) and a smaller number of 
maintenance jobs, say 60 to 70 full-time jobs—permanent, good-
paying jobs for the 30- to 50-year life of the plant….

A local informant said:

It's clean, we have a lot of sun, there are no negative effects and it 
makes some jobs—and there may be manufacturing jobs—if this 
were a big site for solar, it could lead to the manufacturing of solar 
components. That would improve the economy. It would be good 
for some businesses—contracting with them to place on rooftops, 
power their business and sell excess to the SLV REC [Rural En-
ergy Cooperative] or Xcel. It's an advantage for business.

Another economic advantage of renewable energy generally seen as 
crucial (but not specifi cally mentioned as an advantage of CSP) is that it 
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could stabilize energy prices at a time of rapidly increasing prices of coal 
and natural gas.

Fuel price stability would probably be the single most important 
facet with respect to CSP…the Governor’s Climate Action Plan…
calls for a 20% reduction in statewide greenhouse gas emissions 
by 2020 and an 80% reduction by 2050.…it is important to note 
[that] the current Climate Action Plan models a 200-MW concen-
trated solar power facility somewhere in Colorado.

Two other economic advantages were mentioned: (1) providing tax ben-
efi ts to local counties (which was mentioned more frequently by stakehold-
ers outside the Valley [six mentions] than by ones within the Valley [one 
mention]) and (2) trapping the dollars in the state's economy that are now 
sent out of Colorado. In fact, one Valley interviewee commented that there 
should be a severance tax for exporting solar electricity from the Valley.

Do you recall the Federal Mineral Lease, or the Severance Tax, 
things that are going on with all of that? Did you hear the Western 
slope and Grand Junction and that area talk about their severing 
the minerals from our…we should get some of the benefit of that 
here, you’ve heard them say that?

Interviewer: Yes.

Stakeholder: While solar is not a severable mineral, locating 
your things on our vistas is use of our resource. Should there be a 
severance tax and could that tax benefit these communities?

Interviewer: For economic development?

Stakeholder: Yeah, we’ve got the poorest school districts in the 
state, I mean on and on. Could the social gain be…we have this 
resource here, and people from the outside want it, they want our 
sunshine that’s produced in our valley, could we tax for their use 
of our sunshine to benefit communities located here?"
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Although the supporters of CSP development would probably not 
agree, the prospect of extra local tax benefi ts tailored to the solar resource 
combined with the clear air and fl at land that would help mitigate the pov-
erty in the San Luis Valley would very likely be welcome to the Valley 
community.

11.1.3 ENVIRONMENTAL ADVANTAGES

More than a quarter of the responses about the advantages (26%) addressed 
environmental advantages (n=60), mostly of renewable energy generally. 
Most frequently mentioned were that renewable energy, and CSP specifi-
cally, puts excellent San Luis Valley solar and natural resources, including 
lands, to best use (25 responses). Following are quotes from SLV inter-
viewees.

We have 8,000 square miles, a lot of which is chico brush and land 
that is not being utilized, so there is plenty of room here.

I think the land owners who have owned….it’s just not good farm-
land. It’s chico brush and either maybe they don’t own the water 
or the soil is not right because there is a lot of alkaline in the val-
ley….so, like where they put that SunEdison…maybe that is the 
highest best use for that. So the people who sell that land, that may 
be their only opportunity to sell that land.

If you do some due diligence you can pick areas of the Valley that 
are fairly rocky, areas were farming is not done because soil isn’t 
good for farming potatoes. Other areas aren’t producing much of 
anything—those areas would be the priority areas for solar pan-
els. [The interviewee was talking about the 8.2 MW Sun Edison 
concentrating PV plant—this confusion between CSP and the PV 
plant existed among several SLV stakeholders.]

Another response was:
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If you’ve got property that received the same amount of sun as the 
irrigated acreage that provides potatoes for food, you wouldn’t 
take one in favor of losing the other, but you would select the best 
one for the use. . . I suppose that says this makes more sense to 
sort of take the crops out of projection if you choose fallow land. 
It’s the highest cash use.

A second type of environmental advantage cited (15 mentions) is that 
renewable energy reduces greenhouse gas emissions, addresses climate 
change, and helps to “save the planet.” It can probably be assumed that 
this type of advantage is thought to apply to CSP as well, although no 
responses cited this advantage relative to CSP in the Valley specifi cally. 
Quotes from within the SLV exemplifying this type of comment are as 
follows:

Whether you believe in climate change or not, the climate’s differ-
ent than it used to be for whatever reason. The fact is that we need 
to address that. I think renewable energy is important [in address-
ing climate change].

The biggest advantage is that it is renewable, not a finite source 
of energy. Reduction of greenhouse gas emissions is a benefit to 
renewable energy development—carbon reduction.

Quotes from outside the Valley on this point include:

I think in order of importance, probably climate change and 
greenhouse gas emission reduction targets, secondarily the eco-
nomic development piece, and perhaps third the fuel price stabil-
ity and long-term cost reduction.

Quantified—1 billion tons of carbon reductions.

The third type of environmental advantage is the reference to renew-
able energy as “clean energy” and “good for the environment.” Thirteen 
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discrete responses, mostly from SLV interviewees, referred to clean en-
ergy, but only one relative to CSP. Example quotes are as follows:

Renewable energy is good simply because it is renewable…it is 
popular to develop renewable energy because of environmental 
reasons, like clean air and water.

Other environmental advantages identifi ed were that renewable energy 
uses less water than other forms of energy (two responses—one inside and 
the other outside the Valley), that it helps wildlife (two SLV responses), 
and that it won't disrupt the vistas (two outside responses).

11.1.4 TECHNOLOGICAL ADVANTAGES

Emerging from the content analysis was a set of stated advantages that 
were classified as “technological” advantages, comprising 19% of the re-
sponses. SLV stakeholders mentioned at least 17 of these and stakeholders 
outside the Valley mentioned 25 such responses.

Twenty responses mentioned that renewable energy improves the secu-
rity and diversity of power supplies and reduces dependence on imported 
energy. One Valley stakeholder put it this way:

[What's important] is the ability to attach and I think what it is 
called is…they’ve got to be able to integrate with our system 
through a substation to get it out, and right now there is a 230, 
actually it’s a double-circuit, 230 transmission line planned in the 
San Luis Valley to Walsenburg, and it is a combination of Xcel and 
Rural Electric and Tri-State that are going to put that transmis-
sion line in.

Interviewer: Is that for sure going to…?

Stakeholder: Oh, yeah. One way or another. And it should be….
the SLV doesn't put any money in, it is just for the Valley system, 
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and Xcel and Tri-State pay for it. It is about an $80 million proj-
ect. It should be completed by 2012 or 2013.

Interviewer: And why are they doing this?

Stakeholder: Because we are running out of power in the valley. 
The last transmission line built in San Luis Valley was 35 years 
ago.

One stakeholder from outside the Valley described the advantages of 
renewable energy in a different way. This interviewee stressed the security 
value of distributed generation, as shown in the following quote:

We talk about what we're doing today as the alternative model and 
that what we'd be doing in the future is going to something tradi-
tional, I would say the centralized model is the alternative model. 
For the life of the planet, we have dealt with distributed genera-
tion and energy for all but about 70 years of the life of this planet.

Integration of the distributed and larger grid can complement the 
central system with energy efficiency and renewable energy, in-
stead of having another 25 or 30 coal plants in the queue in this 
country; it should be classified as preposterous, when we know 
that with energy efficiency, conservation, and the distributed mod-
el, we can take this centralized system that we’ve built and is in 
play and is working well for us, and complementing it and meeting 
our future demands with a much more distributed model.

It’s the smart grid that is the glue or provides the way to accom-
modate distributed and central station. Once we got the next ad-
vances in storage, then we really have a system…

Advantages of…It's more resilient. If you look at it from a national 
security perspective, and you quantify and weigh national secu-
rity, economic security, and environmental benefits, this model is 
what maximizes those three things.
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A well-informed stakeholder from outside the Valley talked about the 
prospect of CSP development and the need for a transmission line to en-
hance the security of the Valley, which has been served by only one trans-
mission line coming in from the north.

It was a cooperative transmission line across La Veta Pass into 
the Valley. It goes across some private land, some state land, and 
then it also might go partially along a highway corridor, so you’re 
bringing it across the pass. What it is is it is a double, I think it is a 
230-KV line that will be a shared project from Tri-State and Xcel. 
One, they have to have a loop system right now into this valley. 
Their energy into the valley is very insecure because if there were 
a fire, these guys are toast. There wouldn’t be any electricity for 
quite a while because they are very vulnerable the way the whole 
transmission network is in the San Luis Valley…. it’s for the secu-
rity of the region.

Another outside stakeholder put it this way:

It's flipped. Energy independence probably takes precedence over 
clean energy right now, and that’s the whole Middle East thing. 
So the priorities kind of swapped. In fact if you listen to Obama’s 
speech he talks about eliminating our dependence on Middle 
Eastern oil. I mean he says Middle Eastern which is key, by, in ten 
years, and that’s all security.

Clearly, the energy security implications of renewable energy were 
described from differing perspectives, but similar basic themes emerged 
about increasing U.S. self-suffi ciency through decreasing foreign imports, 
and increasing Colorado self-suffi ciency by producing Colorado power 
(not importing coal, for example).

A second type of technological advantage was classifi ed as CSP pro-
vides dispatchable energy and is a building block toward baseload elec-
tricity. Outside stakeholders (n=13) made more comments about this than 
did Valley stakeholders (n=5).
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CSP has two distinct advantages over PV right now. I think costs 
are roughly equivalent on an energy basis. However, CSP does 
not suffer the short-term intermittency that PV does…. with the 
SunEdison facility, there is more volatility with generation…CSP 
avoids this because it is a thermal cycle. It is essentially a steam 
turbine and it does not react to individual clouds the way PV does, 
and it has the ability to add storage inherent in the system . . . the 
advantage of thermal storage is that with 100% reliability it meets 
peak day loads.

11.1.5 SOCIAL-PSYCHOLOGICAL ADVANTAGES

One of the most intriguing perceived advantages identified by Valley 
stakeholders was the discovery that they see the potential for social-psy-
chological advantages. A verbatim sequence of one of the SLV stakeholder 
interviews illustrates this point:

The sun is readily abundant in the valley. This is the land of cool 
sunshine. It’s colder than heck in the winter but we do get a lot of 
sun, so…there are actually some advantages I understand from 
being at this altitude and this climate for concentrated solar be-
cause we don’t overheat such as you would say in Death Valley. 
That’s my understanding, I don’t know if that is totally accurate, 
but I see that as a benefit. I think….and this is a real intangible, I 
don’t know if you know this, but the San Luis Valley has five of the 
poorest counties in the state and this is something to be proud of.

Interviewer: Something cutting-edge….

Stakeholder: Yeah, and, well, it puts a different face on the San 
Luis Valley as far as people on the Front Range come through here 
and don’t understand the beauty of the place because either you 
love it here or you hate it, but a lot of people from the metro areas 
are like, oh my God, how can you live in a place like this, and a 
lot of people who live here don’t appreciate what they have, so I 
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think changing our perception of ourselves….I mean this could 
be….and that’s why I have a concern about….if they come and 
build everything and then take everything out of the valley, if they 
could just come and build everything and share some of that…it’s 
kind of like Los Alamos, you’re familiar with Los Alamos? Well, it 
has the highest concentration of Ph.D.’s in the country, so if some 
of that technology comes here and some of the people, some of 
the subject matter experts, and some of the industry associated 
with it, for example the manufacturing of the actual…whether it’s 
instrumentation, maybe it’s just like a silicon chip, I don’t know 
what it is, if they bring industry with it that is associated with it 
and turn this into….it can't be the Silicon Valley, but more value-
added than putting the stuff here and then taking everything out.

Interviewer: …somehow there is a local involvement in that there 
is some kind of manufacturing capability and interest that stays in 
the valley. Is that the idea?

Stakeholder: Yes. That they’re committed…that they become a 
valued business and they are committed to the sustainability of 
our valley. I don’t think the majority of the citizens in this valley 
want to change. We don’t want to be another metro center. We 
don’t want to be an Aspen or a…we’ll never be that, but we want 
to sustain the quality of life…

Interviewer: Why not?

Stakeholder: Because the quality of life that is here is that we are 
not Aspen, we’re not Vail, we’re not Denver, we’re not Boulder—
that’s the quality that needs to be embraced by a business that 
comes here and understood by a business that comes here. One of 
the unique things—and this is part of our mission, to enhance and 
maintain the unique culture and heritage of the Valley because of 
the strong Hispanic influence, the Native American influence, the 
Mormon influence—the history of the valley needs to be under-
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stood by companies that come because the majority of the people 
who live here like it the way it is.

Another Valley stakeholder put it this way:

If you look at demographics of the Mississippi River Delta that 
compete with the San Luis Valley for a poor economic situation, 
the valley itself is a distressed economic area. What would be the 
impact to the rest of the world, the rest of the United States, the 
rest of Colorado, if the poor San Luis Valley pulled itself up by the 
bootstraps to where it becomes the first renewable valley in Amer-
ica? There would be entire vital reach in the ecosystem, the whole 
dynamic of its own future is suddenly 100% renewable energy. 
Now that’s an opportunity to erase at least one level of myth of 
what you are as opposed to what you aren’t. It is a way for people 
to socially elevate themselves to be able to walk into any store….

Interviewer: A source of pride.

Stakeholder: It is a source of pride. I mean a little of it is that I 
don’t like the rah-rah, go purple and white, fight-fight story…but 
there are aspects about being able to tell folks that with existing 
infrastructure, existing people, existing talent, existing local mon-
ey, that you became the first 100% renewable bio-region in the 
nation, that the headwaters of the Rio Grande is 100% renewable.

11.1.6 POLICY AND REGULATORY ADVANTAGES

The final category of perceived advantages was the recognition that the 
development of renewable energy generally helps Xcel Energy meet its re-
newable portfolio standards (RPS) requirements, with two responses from 
the Valley and four from outside the Valley on this point. An illustrative 
quote from outside the Valley:

I think Amendment 37 was the primary reason that [Xcel Ener-
gy] started acquiring solar resources…Amendment 37 tells each 
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Qualified Retail Utility in Colorado how much of its retail sales 
have to come from renewable energies, and there is a carve-out 
within that for solar technologies subject to a retail rate impact 
cap. If it was going to cost too much money to acquire those re-
sources, then the utility doesn't have to meet the energy require-
ments.

Amendment 37 was the fi rst citizen-initiated, statewide RPS in the na-
tion; many SLV citizens support the RPS and want it to be met, but did not 
mention specifi c advantages to the Valley from it.

11.2 PERCEIVED DISADVANTAGES

11.2.1 INTRODUCTION

The field notes were also content-analyzed to discern discrete mentions 
of perceived disadvantages of renewable energy generally and of CSP de-
velopment specifically. The responses on disadvantages lent themselves 
to categorization in the same categories as the responses on perceived ad-
vantages: (1) economic, (2) environmental, (3) technological, (4) social-
psychological and (5) policy and regulatory. Again, under each of these 
broad categories, subcategories were defined. Each response was coded 
by category and subcategory.

Table 2 shows that 158 responses mentioned disadvantages of renew-
able energy generally and CSP specifi cally. The table is organized in terms 
of decreasing frequency of mention (or responses) of the different types 
of disadvantages, with environmental disadvantages receiving the most 
emphasis in the data set overall (42% of the responses), followed by eco-
nomic disadvantages (23%), technological disadvantages (19%), social-
psychological disadvantages (11%), and policy and regulatory disadvan-
tages (4%). One outside stakeholder said there were no disadvantages of 
CSP siting at all.

Comments on environmental disadvantages occurred more frequently 
in the interviews than other types of disadvantages and represented the 
most important area of concern for both types of interviewees (within Val-
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ley n=37; outside Valley n=30). Responses from the Valley cited economic 
disadvantages for renewable energy generally and CSP development spe-
cifi cally (n=26) more frequently than responses from outside the Valley 
(n=10).

TABLE 2: Types and Percentage Distribution of Responses about Perceived Disadvantages 
from Stakeholders within and outside of the San Luis Valley (n=158 comments)

Types of 
Disadvantages

Renewable Energy 
Generally

CSP Specifically

% Responses 
Within SLV

% Outside 
SLV

% Responses 
Within SLV

% Outside 
SLV

% Totals

Environmental 24 40 41 48 42

Economic 38 13 27 16 23

Technological 38 20 13 26 19

Social-psychological -- 20 13 8 11

Policy and regulatory -- 7 6 2 4

100% (n=8) 100% 
(n=15)

100% (n=85) 100% 
(n=50)

100% 
(n=158)

11.2.2 ENVIRONMENTAL DISADVANTAGES

The most frequently mentioned disadvantages of CSP development were 
environmental issues. The two major perceived environmental disadvan-
tages are (1) water constraints and the (2) land-use intensity of CSP.

11.2.2.1 WATER CONSTRAINTS

The most frequently occurring environmental comments concerned water 
availability by stakeholders within (n=11) and outside the Valley (n=12). 
The following two quotes are illustrative.

CSP is problematic. It is very problematic in terms of the region’s 
ability to conceptualize what it is going to look like and what it 
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is going to take, that water is paramount. You have a hydrology 
unlike any other place in the world and you have citizens in this 
region who are so committed to their water and using their water 
carefully, using this water…it’s a closed basin…aquifer, part of it 
is a closed basin and then above it is an open aquifer that is what 
provides the water for the irrigation. It’s an extraordinary bit of 
hydrology here…it's the most contentious issue here. That's the 
problem with CSP. It requires water. You have some of the most 
unbelievable water [battles over water]…these are people who 
are more incented by their environment, their air quality, their 
water quality, and their quality of life than they are incentives by 
having industry come in…maybe that would change if they got a 
taste of it, but right now, anything that threatens their water has 
them quite concerned.

Developers need to secure access to water—it depends on cool-
ing water, cooling tower—evaporates water to cool it. CSP needs 
700 gallons of water per MWh. This could be an issue in the SLV, 
but it's not a show-stopper. Fans can be used to air dry the plant, 
but they consume electricity; this would be an economic decision 
based on the cost of water, the availability of water, and a pro 
forma financial model. Technically, at least, it's feasible…every-
body knows the SLV is an ideal location; farming is on the decline 
because the water table is lower; people are trying to figure out 
how to make money. They want to tie up both land and water…
water is in shorter supply than the land.

Another outside stakeholder said:

You shouldn't do CSP without water (just like you shouldn't do 
coal without water), because it ruins the economics.

The integrated analysis of energy and water resources is gaining more 
attention in research circles as it is increasingly understood that develop-
ing energy resources depends on water, and developing water resources de-
pends on energy. Water has historically been and remains a contentious issue 
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in the Valley, and knowledgeable interviewees acknowledged this. Indeed, 
a stakeholder analysis of the correlation of CSP and water stakeholders and 
issues in the SLV should be the subject of separate analyses, and other analy-
ses are needed on the regulatory implications of CSP and water.

Complicated and diffi cult-to-understand water issues are involved. Ac-
cording to some Valley residents, the SLV has north and south aquifers. 
Saguache is a closed basin with a three-layered physical structure. At the 
top layer is surface water; the layer underneath is hardpan; the aquifer lies 
below. Local residents said that because the layers are relatively imperme-
able the surface water does not recharge the aquifer. Natural artesian wells 
spring up from the aquifer through the hardpan. According to some local 
residents, water is also pumped out to New Mexico to meet water compact 
agreements. One of the interviewees said that the water priority system is 
being circumvented by federal subsidies. The highest priority was said to 
be surface water rights. With more drilling, the surface water was said to 
be drying up, so the system now is one in which people have to buy and 
pay for the ability to drill based upon the amount of surface water they 
own. Based upon their ability to own or buy surface water rights, some ir-
rigating farmers will stay in irrigation and continue pumping. Others will 
refuse to pay for surface water rights, in which case federal subsidies com-
pensate them for taking their land out of irrigation.

11.2.2.2 LAND-USE INTENSITY

NREL estimates that CSP technology requires five to ten acres of land per 
one MW of electric capacity. If this is the case, then 500 acres to 1,000 
acres of land would be needed for a 100-MW facility. To be cost-effective, 
a CSP plant has to be a minimum of 100 MW in size and is probably 
limited at 250-300 MW per facility. One Valley stakeholder said that one 
of the CSP developers had said publicly that the company was looking at 
5,000 contiguous acres on which to site a facility.

Following are comments from the interviews on the perceived land-use 
intensity of CSP.

Solar still takes up space in our area.
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[Solar energy] is an intensive use of land…

…footprint is a disadvantage in general for renewables…the foot-
print interacts with habitat loss because it requires such a large 
footprint, so that it's a significant concern.

There are rumors out there. Large corporations from California, 
from Australia, from I think I’ve heard Europe, that are talking 
to groups of people here about acquiring land for concentrated 
solar…. It’s a small community so you hear all of this stuff going 
on. You don’t know what to believe.

Another point a stakeholder made is that there are sensitive wilder-
ness areas in the San Luis Valley. The example mentioned was Saddleback 
Mountain, reaching 7,956 feet, located in Conejos County and used for 
hiking.

Developers could see threat in land speculators who are driving up the 
cost of land or tying up the land. Developers could see threat in “locking 
up” land to prevent development of CSP projects, although this informa-
tion must be closely held in the Valley as interviewees did not mention any 
specifi cs.

Stakeholders varied in defi ning how much land the Valley comprises. 
One said that 5,000 acres is one-third of the square footage of the Valley. 
Another said that 95% of the land is federally managed. A third mentioned 
that each of the six counties in the SLV has a different pattern of land own-
ership. Another stakeholder said, “…well there are about 5 million acres in 
the San Luis Valley, and people say, you’re going to use 5,000 acres with 
solar panels, and I say, but you have 5 million acres.”

11.2.3 ECONOMIC DISADVANTAGES

The most frequently mentioned economic disadvantage of CSP develop-
ment was that a boom-bust cycle could result. The cycle would involve 
the hiring of workers to build the facility with the concomitant economic 
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impacts such as increased demand for housing and increased prices in 
general, crowding, and demand on public services, followed by a decline 
in the number of jobs once the facility is built. This boom-bust cycle 
in energy development has been well-documented in the literature. One 
comment from an interviewee outside the Valley related to this is as 
follows:

I think the biggest concern for local residents is something that 
can happen on a national basis anywhere, whether it is a wind 
development or a coal plant or a Wal-Mart, is that locals want to 
know that they will be benefitting, that there is a long-term benefit 
to them, that there are potential employment opportunities, and 
that essentially a company is not going to come in and develop a 
project and then abscond once the rewards have been taken, that 
the equipment will be renewed and so forth and so on.

Many Valley interviewees used the 8.2-MW SunEdison concentrated 
PV facility near Mosca as a point of reference in discussing the expected 
impacts of a potential CSP facility.One said:

They had temporary jobs to install the solar facility. There were 
35 to 38 people hired. It paid well. There were 300 at the job fair, 
and there was a lot of interest because it was good pay—$14 to 
more than $20 per hour. These were laborers, electricians, weld-
ers, and equipment operators. [The only job since the plant was 
built] is the main supervisor. I don't know of any continuous em-
ployment from the SunEdison plant.

This interviewee said that when the oil and gas industry came into 
Parachute, Colorado, they created a boom of jobs paying good money, 
so the rent on homes there had been increasing. Then the local people 
couldn't afford the higher rent, he said, so although it was good for busi-
nesses like hotels while the boom was going on, the overall economic 
situation was not good for the local residents. The boom cycle was not 
sustainable.
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11.2.4 TECHNOLOGICAL DISADVANTAGES

Responses in this category stressed the problem that, for a large CSP facil-
ity to be sited in the Valley, transmission is needed because the Valley is 
remote from electricity load centers. Three illustrative quotes follow.

One disadvantage is that the electric transmission infrastructure 
in the Valley is severely limited so infrastructure would have to be 
built.

The challenge of connecting to the existing grid…

The direct drawback would be how are you going to export it? It 
goes back to bringing in new transmission lines.

Another technological disadvantage was that the effi cacy of CSP was 
still in question. CSP was perceived by some not to be a proven technol-
ogy, not yet ready to be commercialized, and that it will take time for it to 
be a reliable technology. Two illustrative quotes follow.

With the solar thermal with storage carve-out, it was an attempt 
to push that technology along, to see how it works in Colorado. 
Colorado has a good solar resource but we’ve got extreme win-
ter cold temperatures and we have got concerns about how so-
lar thermal technologies will perform in those extreme winter
 conditions.

Current solar thermal plants have to be maybe 100 MW in size 
before they become cost-efficient.

In addition, some comments from within and beyond the Valley ques-
tioned the effi cacy of CSP as not yet a proven technology or not yet at 
commercial status. For example, one Valley stakeholder said:

…at this meeting they said concentrated solar hasn't been proven. 
That's what [one of the Valley experts] thinks, and his opinion 
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matters…this technology is pretty much all in an experimental 
phrase. Yeah, some places have had it for awhile, but they are still 
doing a lot of experimentation.

The intermittency of solar power was also mentioned several times 
(n=12 comments). An outside stakeholder said, for example, that a CSP 
plant would probably have a lower “availability factor” than a coal plant…. 
“the sun goes down, but the storage will supplement some of that, but if 
you pushed storage to the point where it was an around-the-clock plant, 
you'd probably be out of the economics.”

11.2.5 SOCIAL-PSYCHOLOGICAL DISADVANTAGES

Fifteen comments, most by Valley stakeholders, fell into the category 
termed “social-psychological” disadvantages. There was concern that a 
CSP facility would mean inequitable benefits—“short-term benefit for the 
very few”; CSP would be difficult to conceptualize and people would not 
understand the impacts. One Valley stakeholder said: “I think they're fa-
vorable to solar, but they don't know what concentrated solar is. I would 
say the majority of people, even a super-majority, don't know what that is.”

Another point mentioned several times was the fear that renewable en-
ergy is “too green” and that it could be risky to allow it to come into the 
Valley. One interviewee put it this way:

…we'll have folks, elected officials, who will say, 'well this con-
cept is too green for me' with the idea that if I have to agree with 
every environmental condition of every group that comes in the 
door, so there is almost a piece that if I let down the guard protect-
ing the history of how we've done things in the past and instead 
pick up the idea that by unlocking the door, I'll get more…. If you 
decide too fast, you can be judged the fool, but if you judge too 
slow it is not often that you become the hero . . . and we are trying 
to answer the question, is it safe? Not the technology side, but that 
they would be judged as making inappropriate decisions…there's 
the risk. If you say let's go build it and it's financed…but in the end 
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it doesn't produce power or some new technology comes out that 
is better or if someone changes the laws…well, they'd say those 
guys didn't think that through very well.

There is also the sense that it is diffi cult for the Valley people to deal 
with Xcel Energy.

There are collaborations [between the rural electric cooperative 
and Xcel Energy] as far as the transmission lines, bringing in a 
pair of 230-kV lines. The other part, they focus very differently 
because of who their ownership is. That is one reason that I think 
the REC is more cautious in getting involved in renewables—their 
customers are the owners whereas Xcel is much more remote as 
far as influence one can have on them….it's like the big giant that 
nobody can talk to, whereas the REC has its ears open. The corpo-
rate world, when they have their mind made up to do something it 
is difficult to make changes and sometimes you have to go through 
some kind of embarrassment such as news media to bring things 
around a little bit.

This suggests a certain feeling of powerlessness to affect the outcomes 
of utility-scale energy decision-making.

11.2.6 POLICY AND REGULATORY DISADVANTAGES

One of the types of disadvantages of regional development of CSP that 
stakeholders mentioned in the six counties that compose the SLV involved 
disjointed county-by-county regulation. One Valley stakeholder said:

It's disjointed now. So you could have one county…Saguache has 
very lax building restrictions and it's a very poor county, so say 
if they want to attract solar into their county, that then impacts 
the surrounding counties because if their incentives are different 
than other counties…with six different counties in the Valley if you 
don't coordinate the plan, it is going to be disjointed.
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The regulatory situation at the local level may need further develop-
ment, a coordinated regional approach to be implemented. This could be 
expensive. Another point is that the BLM has to do a NEPA analysis, and 
that federal regulations have not caught up with CSP development. On the 
other hand, CSP development on private land requires no NEPA analysis. 
Finally, the point was made that the investment tax credit of 30% doesn't 
help developers because there is no way to turn it into money.

Although these disadvantages could be counted as barriers or as eco-
nomic effects, the lack of adequate regulatory capacity would have nega-
tive consequences of various kinds for the people of the Valley. In the 
meantime, counties might compete with each other for siting of a CSP 
facility and each county may not be able to handle the regulatory aspects 
as effectively as might be optimal from the local perspective.

11.3 COMMUNITY SUPPORT AND OPPOSITION

11.3.1 INTRODUCTION

The stakeholders were queried on their views about whether the commu-
nity supported or opposed the idea of CSP development. In addition, the 
interviewees were asked who the important stakeholders are whose views 
should be taken into account in CSP and transmission siting decisions. 
Finally, interviewees were asked to express their opinions about who fa-
vored CSP development and who, if any, opposed it.

The importance of understanding community support and opposition 
was underscored by one of the outside-Valley interviewees who said:

No one is really bird-dogging this issue, because—think about it 
from the developer's standpoint. They want to put in as much time 
as is needed to be successful in a competitive solicitation and so 
it is unlikely that they are altruistic enough to go on a San Luis 
Valley-wide educational campaign without having been the recip-
ient of an award. Once that happens, I think that if the awards are 
strategic, they could do just that to educate the citizens on what 
their technology is, what they are intending to do, but the dynamic 
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that has happened—it takes time and it takes money, and it is not 
necessarily needed in order to respond to an RFP. Until someone 
wins an RFP and proposes to develop a facility in the SLV, we 
won't know what the people think.

In this section of the report, the following materials are covered:

• A comprehensive list of stakeholder groups
• Self protection in the Valley
• Stakeholders' characterization of sentiment toward CSP development and 

transmission in the Valley.

Inevitably, interviewees mentioned the low levels of public knowledge 
about CSP, and also shared concerns about the self-protective nature of 
Valley residents, and the issues that are shaping opinion about CSP in the 
Valley.

11.3.2 STAKEHOLDERS IDENTIFIED 
RELATIVE TO CSP IN THE SLV

The interviewees were asked: What parties, organizations, or groups do 
you consider important stakeholders with respect to CSP development in 
the San Luis Valley? The responses to this question have been content-an-
alyzed. At least 125 stakeholder groups (and a few key individuals) were 
identified, and these represent the most important stakeholders relative 
to the proposed project; however, they should be viewed only as a partial 
list. Although the stakeholders identified vary in the influence they might 
have on the CSP and transmission siting decisions, the length of the list il-
lustrates the complexity of the web of socio-economic and environmental 
interests in the SLV.

Agriculturists
• Farmers in general (and their organizations)
• Potato growers
• Alligator farmer
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• Ranchers (and their organizations)
• SLV Cattlemen's Association
• Colorado Farm Bureau
• Colorado Potato Administrative Committee
• 25 x '25

CSP developers/trade associations
• SkyFuels
• Abengoa Solar
• Ausra
• Interwest Energy Alliance
• Solar Energy Industries Association

Environmental organizations
• Audubon Society
• Clean Energy Action
• Colorado Natural Heritage and Rocky Mountain Bird Observatory
• Colorado Wild
• Colorado Wildlife Federation
• Crestone Sustainability Initiative
• Cultural Heritage Center
• Quiet Use Coalition
• Nature Conservancy
• National Wildlife Federation
• Playa Lakes Joint Ventures
• Rio Grande Headwaters Land Trust
• Sangre de Cristo National Heritage Group
• Sierra Club
• SLV Ecosystem Council
• SLV Citizen's Alliance
• Western Resource Advocates
• Wilderness Society
• Wildlife groups

Economic development
• Alamosa Convention and Visitors Bureau
• Bankers
• Chambers of Commerce
• Colorado Renewables Conservation
• Connecting Colorado Renewable Energy Resources
• SLV Resource Development Group
• Colorado Energy Forum (representing private investment companies)
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• Optisolar
• Upper Rio Grande Economic Development Commission
• Valley Courier (Alamosa newspaper)

Educational institutions
• Adams State College
• Trinidad State Junior College

Elected officials
• Western Governors' Association
• Then-U.S. Senator Ken Salazar (now Secretary of the Interior)
• U.S. Representative John Salazar and his staff
• State Senator Gail Schwartz
• Governor Bill Ritter
• Boulder City Council, Ken Wilson (named as having an interest)
• Ex-State Senator Gigi Dennis

Federal Government Electricity Agencies
• Federal Energy Regulatory Commission (FERC)
• North American Electric Reliability Corporation (NERC)
• Western Electric Coordinating Council (WECC)

Government/Federal
• Baca National Wildlife Refuge
• Bureau of Land Management
• Environmental Protection Agency
• Federal Energy Regulatory Commission
• National Park Service
• National Renewable Energy Laboratory
• Sand Dunes National Park and Preserve
• U.S. Forest Service
• U.S. Department of Agriculture
• SLV Resource Conservation and Development initiative, U.S. Department 

of Agriculture

Government/State
• Governor's Energy Office (GEO)
• State legislators
• Clean Energy Development Authority
• Colorado State Land Board
• Colorado Division of Labor Workforce Center
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• Colorado Department of Natural Resources
• Colorado Department of Transportation
• Colorado Department of the Treasury
• Colorado Public Utilities Commission
• Department of Water Resources
• Colorado Division of Wildlife

Government/NGOs/Local and Regional
• Alamosa City Manager
• Mayor of Crestone
• County commissioners (Alamosa, Conejos, Costilla, Mineral, Rio Grande, 

Saguache)
• Huerfano County Commissioners
• Alamosa City Manager
• SLV GIS Authority
• Historic Advisory Preservation Committee for Alamosa
• Rio Grande Water Conservancy District
• Upper Rio Grande Economic Development Commission

Landowners
• Crestone Property Owners Association
• Trinchera Ranch (Louis Bacon)
• Billy Joe “Red” McCombs

Law firms
• Energy Minerals Law Center
• Water law teams
• Front Range attorneys

Private companies
• A&J Solar
• Black and Veatch
• Blake Jones, Namaste Solar Electric (a PV entrepreneur)
• Black Hills, LLC
• Bill Clark Trucking
• Natural Power
• SunEdison

Service organizations
• Alamosa Wastewater Treatment Plant
• Hospital in Alamosa
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The public
• Citizens
• The entire population
• Electricity customers
• Local residents
• People who live near the transmission lines

Solar and sustainable resource advocates
• Southwest Energy Efficiency Project (SWEEP)
• Clean Energy Action
• Colorado Solar Energy Industries Association (COSEIA)
• Colorado Renewable Energy Society (CRES)
• Solar Alliance
• SWAT (a Southwestern transmission organization)
• San Luis Valley Solar Association
• San Diegans for Smart Energy

Spiritual groups
• Shuma Institute

Utilities and transmission line owners
• San Luis Valley Power Authority
• San Luis Valley Rural Electric Cooperative
• Tri-State Electric Generation and Transmission Association
• Xcel Energy
• Public Service Company
• Colorado Rural Electric Association
• Colorado Independent Energy Association

Water interests
• Rio Grande Water Conservancy District
• San Luis Valley Water Group
• Water law teams of Front Range legal firms
• SLV Water Protection Coalition
• Water Watch Alliance

11.3.3 SELF PROTECTION IN THE VALLEY

One theme that emerged from the interviews was self-protection in the 
Valley. Seven of the 15 Valley respondents talked about the strong com-
munity aversion to outsiders coming into the Valley and taking advantage 
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of its residents in any way. Even the interviewing for this study was seen 
by a few Valley stakeholders as an intrusion of outsiders into local affairs. 
One outside stakeholder with connections in the Valley put it this way:

Most rural communities have fear; they're skeptical of folks from 
outside coming in and doing stuff. It's an interesting mix of emo-
tions and you don't want someone from the outside coming in, but 
you don't believe you have the capacity to do it yourself. That's 
true for many rural communities—it's a rural psychological mind-
set.

A Valley stakeholder put it succinctly:

The biggest issue on the table is will we do it ourselves or will it 
be done to us and for us?

Other respondents from the Valley said the following on this point.

We were looking at concentrated solar and what they were able 
to produce now in terms of megawatts and, obviously, a lot of this 
information came out of California, and then how much land base 
that was used and then multiplied that land base to come up with 
5.6 gigawatts. So we started looking at that and thought—my God, 
that’s an industrialization of the Valley floor. And of course they 
need water, concentrated solar needs a fairly substantial amount 
of water, so the valley has the three elements they are looking for 
which is one of the reasons that European companies are starting 
to court the Colorado State legislature. And that’s happening now. 
It has been happening.

Our people are very vocal…if they came in and worked with us, 
there wouldn’t be much opposition. But if an outside group tried 
to come in and strong-arm us, this is a tough community. We want 
to protect the environment and to protect against big government 
and corporations. If it is done properly and through the right 
channels…so, really, it is how it is done.
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The reference to California is an important indicator that local residents 
opposed to a proposed transmission line to export renewable electricity 
from the SLV were in communication with an organized group opposing 
transmission lines for renewable electricity in California (San Diegans for 
Smart Energy Solutions). Local area organized opposition groups can and 
do share information and resources with each other in other parts of the 
country. Interestingly, the issues posted on the San Diego group's web site 
track closely with some of the claimed advantages of the proposed trans-
mission line into the SLV, including the following.

• Serious “power gap” without the transmission line
• Proposed line is needed to transport renewable electricity to meet RPS goals
• Protects against fire hazard
• Cost-effective and beneficial to ratepayers
• No significant environmental impacts
• Ensures energy reliability
• Good for the local economy and fosters job creation.

The opponents to transmission attempted to counter each of those 
points.

This preliminary evidence suggests that these themes will likely re-
cur in areas of the Southwest wherever transmission lines for renew-
able electricity are proposed. Given the commitments of the Western 
Governors’Association and other key organizations to developing trans-
mission to bring renewable electricity to cities, understanding the dynam-
ics of these opposition groups is evolving as an important national issue.

11.3.4 COMMUNITY POSITIONS FOR AND AGAINST 
RENEWABLE ENERGY IN GENERAL

Stakeholders were asked: “Thinking about the SLV community as a 
whole, and also about different groups within the community, what would 
you estimate is the level of support for renewable energy development in 
general—positive, negative, or don't have an opinion?”

None of the stakeholders within or outside the Valley said that the com-
munity was opposed to the development of renewable energy in general. 
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In fact, the general sense from the interviews was that groups in the Valley 
strongly support renewable energy. An illustrative quote is as follows.

In the Valley, I would say [support for renewable energy] is ex-
tremely high. I would say a supermajority, how’s that? More than 
a majority.

Tremendous, very high—without exception folks are buying into 
renewable energy development.

11.3.5 COMMUNITY POSITIONS FOR 
AND AGAINST CSP DEVELOPMENT

Stakeholders were also asked: “How about levels of support for the proposed 
CSP facility?” Responses differed from the broad support mentioned for re-
newable energy generally. Of the 15 Valley stakeholders, only two said that 
the community favors CSP development, and one of those said the commu-
nity didn't understand what CSP is. Support for solar development is based 
largely on the favorability toward the SunEdison PV plant near Mosca.

Support for Sun Edison was high, so why would people not jump 
on board and be supportive of a CSP project?

A Valley stakeholder said, “The reason the Tri-state people won't build 
PV systems is the cost ($0.22/kWh).” Speaking about one of the citizens 
at a public meeting, this stakeholder said:

[The opponent] thinks we can run the entire Valley on solar and 
not have any need for transmission and most of these people have 
the idea that we could become isolationists and serve our own 
needs. Well, that's taking some steps back in time that nobody I'm 
familiar with is willing to take.

On the other hand, half of the stakeholders outside the Valley (5 of 10) said 
they thought the community was favorable to CSP development.
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I would say [the level of support] is high. Just from what I’ve 
heard from economic developers, from citizens, from residents. I 
can't say I’ve talked to a lot and, of course, most who have talk-
ed to me talked me up, so it’s not…I wouldn’t say I have rubbed 
shoulders with a representative sampling of the valley residents, 
but from what I do hear and read the support is quite high.

Another outside stakeholder said:

I would say mostly positive. Again, I am basing this [on my experi-
ence]. I take it that their elected representatives were in support. 
[At] a town meeting in Alamosa last year [there were] about 65 
people…and I would say that except for the reservations….Well, 
there were two things. One were some reservations about trans-
mission lines, although the crowd, on average, overall decided it 
would probably be worth it, and [there were] a lot of advocates 
there for more decentralized solar instead of just centralized sta-
tions.

A third said that the people are positive “but not terribly knowledge-
able.” Nearly half (n=7) of the Valley interviewees said they believe the 
SLV community was mixed in its reaction to CSP development. The situ-
ation is complex. It was said that the county commissioners need help 
in understanding capacity. It was also noted that Representative Salazar's 
aides were hearing from opponents. Some quotes from stakeholders inside 
the Valley exhibiting the community's mixed reaction are as follows:

I think there are certainly cultural issues and issues of sustain-
ability. Commodifiying of natural resources seems to be a big con-
cern—the commodification of solar power.

Interviewer: Does that translate to opposition to exporting pow-
er out of the Valley?
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Stakeholder: Yeah, I think people are concerned about becoming 
an exporter of power. Again, the Valley wants to receive something 
in return.
Interviewer: And what does ‘cultural issues’ mean?

Stakeholder: Philosophy that solar energy and wind power are 
appropriate for farm and residential areas and sustainability, 
but on the larger scale it becomes more utility, becomes indus-
trial. Even the idea of a major corporation being in control of a 
local resource and making money from it [is a problem]. There 
are some that want community control of it, some who don’t 
care, and some who are just concerned about the scale of the 
development.

Another Valley interviewee expressed it this way:

Interviewer: Would the SLV community oppose a project that 
large?

Stakeholder: It depends on where it is located, but finding 
that amount of space would be very difficult. There is a large 
environmental contingency that is very active and would have 
concerns.

Interviewer: What types of concerns do you think they would 
have?

Stakeholder: So far they are concerned about it being an unsus-
tainable renewable energy development, too large of a scale--
large plots of land for basically one industrial purpose. They have 
concerns about the water as well—the quantity of and types of 
solutions or lubricants used. Some people are overwhelmed by the 
size and taking agricultural land out of production and decline of 
a way of life.
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Interviewer: So a concern about the cultural heritage of the Val-
ley?

Stakeholder: Absolutely, absolutely. And, if they end up putting a 
large facility on the side of a mountain and a big shiny thing, that 
would raise a lot of concern.

Interviewer: So aesthetic concerns?

Stakeholder: Absolutely, the aesthetics.

Interviewer: What about locating a facility on retired agriculture 
land? How would that be received?

Stakeholder: I think farmers in particular would be open to that. 
It’s just a matter of logistics.

Another Valley stakeholder spoke of mixed reactions:

Interviewer: So would you say in general people are favorable 
toward CSP or not?

Stakeholder: I think there are a lot of exaggerations, a lot of anx-
iety, and there is a lot of misinformation…the question is, one, are 
we going to see generation that is simply going to be shipped out 
of this valley with no revenues/resources left behind…what they’re 
worried about is can there be a way to share in the profits/ben-
efits of the industry, long-term jobs, not just short-term jobs, and 
is there a way to also have revenues that will be generated and 
stay in the region? I have some ideas about that…. And there’s a 
push to have more, what they call, distributed generation, to put 
solar panels on all the houses and the schools and the buildings 
and, therefore, maybe don’t use utility scale. You hear that push 
back about we don’t want to change the culture…. I think you’re 
in a place that could go one way or the other. You could have 
some development here…here isn't enough…I think the utilities 
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are certainly going to control it because of the power purchase 
agreements, but the question is you want to have it integrate into 
the value and the culture of the region.

Another Valley stakeholder said about the opponents:

They want it to just be for us only and not transmit anything out. 
They all want clean energy but they don’t want to give up…have 
any environmental impact.

Outside the Valley the view of community support and opposition is 
different, as would be expected. An outside interviewee said:

I imagine it is like anywhere else. There’re going to be people who 
are for it and people against it.

Another outside stakeholder said:

… that the citizens in the valley are highly interested and whenev-
er there has been an event, an educational event, the rooms have 
been packed. They certainly understand the gravity of the situa-
tion and the need for energy and the need to educate themselves. I 
think they are understandably tepid about what the impacts might 
be, specifically to their local communities, for the reasons that I 
mentioned about a not well-understood technology and wanting 
to make sure that their local communities benefit from any devel-
opment in the San Luis Valley.

Interviewer: So it is clearly understood by the people but not by 
the…. You mean by the people themselves…. You don’t mean by 
the technologists?

Stakeholder: I think it is a new technology to most people and 
I think there is a good amount of education or a lot of education 
that would probably need to happen in the valley and I think we 
need to turn that responsibility back over to potential developers 
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to educate the citizens in the valley on what the technology is, 
what it isn't, to debunk some myths, but probably, most impor-
tantly, not to overpromise. I think…the feeling in the valley is a 
strong interest.

Another stakeholder outside the Valley said:

From the different kinds of groups, I’d say anybody in the eco-
nomic development area would probably be supportive with some 
caveats probably, but…

Interviewer: What kind of caveats?

Stakeholder: I think that what I hear is probably a realistic con-
cern, is that when there is a large plant to be built, of any kind, you 
can bring in labor, and can tend to come into an area, overwhelm 
the area (maybe, maybe not) and then leave the area. So, there’s 
a kind of preference for local labor and that doesn’t always hap-
pen. That was the case in Nevada for Nevada solar power, so that 
would be one of those caveats…. I think you might find groups 
that are leery of companies coming in and taking advantage of 
the area."

11.3.6 DON'T KNOW WHAT STAKEHOLDERS FEEL

Three of the interviewees (two outside and one Valley) said that they didn't 
know what community response toward CSP development was. An out-
side Valley stakeholder said:

I don't know because I haven't wandered around there and asked 
people. At [other sites] public support has been tremendous, very 
positive. Economic growth, tourism, clean energy, it has been ex-
citing. I think the same will be true in the Valley. Whoever devel-
ops the plant has to start meeting early with the local people. It 
takes a long time to explain to people—[questions arise], such as 
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will the mirrors blind pilots? [One developer] had to fly over [a] 
plant and take a video showing that at no angle would the sun's 
rays be reflected up to the airplane.

11.3.7 PERCEIVED NEED FOR EDUCATION

Several interviewees stressed the need for public education. For example, 
one of the outside stakeholders said:

There might be a misperception by the public that these renew-
ables are an answer. I don’t think they understand the impact 
that, especially solar, has on the land. And that is you know―one 
square mile of solar facility equals so many megawatts and when 
you really look at that it’s a square mile of nothing but a solar fa-
cility. There’s not too much else that happens on that land.

Two Valley stakeholders said:

They don’t know enough. If people were honest with you, I think 
they would tell you that. They just don’t know because of lack of 
education. Adams State College could play a role with that if they 
wanted to—could be a place where educational forums could take 
place.

…there is no group that is standing out there saying we need 
concentrated solar power. There is no group that even probably 
knows what it is.

Pointing to the need for public education, another interviewee from the 
Valley stated:

[There was] a public meeting last night…. Some of those speakers 
from Crestone there…had no desire for any kind of transmission 
project and had the desire that we produce all of our energy from 
our own source…. [There have been] more and more meetings. 
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Last week [there were] two meetings on transmission lines and 
all these issues get addressed every time [there is] a meeting…. 
[there will be] another series of meetings basically on the trans-
mission line, [I think there should be] a focus group of people to 
deal with energy issues because there are huge issues today.

11.4 TRANSMISSION ISSUES RAISED BY STAKEHOLDERS

11.4.1 INTRODUCTION

The interviewees were queried on their views of the most important con-
siderations in the siting of a transmission line for renewable electricity. 
They were asked: “From the perspective of your organization, what are 
the most important considerations involved in power transmission?” Re-
sponses ranged from full support for the transmission through neutral, fac-
tual responses, to mention of community conflict about transmission, to 
opposition.

Stakeholders in the Valley said that Rio Grande, Alamosa, and Sagua-
che Counties are interested in CSP development. It was generally agreed 
by knowledgeable stakeholders that new transmission lines would be 
needed if a CSP facility at a scale of about 200 MW were to be developed. 
One said: “The current Climate Action Plan models a 200-MW concen-
trated solar power facility somewhere in Colorado.” Viewsheds, availabil-
ity of water, and availability of transmission are the biggest considerations 
for siting CSP. This section discusses the issues raised in the interviews 
relative to transmission on a continuum from support to opposition.

11.4.2 SUPPORT FOR TRANSMISSION

As reasons to support transmission, Valley interviewees perceived the fol-
lowing: (1) the desire to export power as a way to bring income into the 
community, (2) the need for security and redundancy of the Valley's power 
supply, and (3) the need for improved power infrastructure.
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11.4.2.1 DESIRE TO EXPORT POWER

We located 20 comments from stakeholders inside the Valley that ad-
dressed the need for transmission to export power. This is one of the most 
commented-on issues in the interviews. One of the Valley interviewees 
said:

Well, in some ways we have the ability to meet our needs with so-
lar and provide for other people’s needs, so we have done a little 
bit of research, even with people that live in places like Boulder 
and asked them if I have a megawatt of power and I’m generating 
in the San Luis Valley, would you have an interest in it? And we’ve 
got responses that include things like not only would I have an 
interest in it, if it is really renewable and can really guarantee that 
this project could be sited in the San Luis Valley, I will pay you a 
premium. I will give you a $1.30 for your $1 worth of power and I 
will buy it by subscription, I will pay you a year in advance so you 
have the money to help build the facility.

Yeah, it’s about 200 MW as a rule of thumb for a number to use. 
So if you went to 200 MW, doubled its size, you would meet the 
demand and then you would have the ability to expand to 400 
megawatts and instead of importing 200 you’d be exporting the 
extra 200 so now your renewable energy generator is exporting 
200 MW and generating the same income that used to leave here 
as a payment to a utility.

Interviewer: Okay, so the idea is to own [one or more CSP facili-
ties] locally and first meet local demand.

Stakeholder: That is going to be the most palatable environmentally.

Interviewer: Okay. What about transmission? I mean transmis-
sion is a big issue or apparently a big issue, so what about that?
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Stakeholder: Well, 100 MW, should we put this on the ground, we 
meet all the conditions that you and I described to date, then we 
would be meeting half the demand of the San Luis Valley…. And 
second export and bring money into the Valley by selling power.

An outside stakeholder described it this way:

Really no one can build anything in the SLV until there's a trans-
mission highway to get it out.

11.4.2.2 NEED FOR SECURITY AND REDUNDANCY

Valley stakeholders talked about their concerns about the vulnerability of 
the Valley's electricity supply. Ten comments fell into this category. One 
interviewee from the Valley said:

Interviewer: You mentioned transmission as a limiting factor?

Stakeholder: Yeah. But there is a proposal for Xcel and the REC 
to go together and put a pair of 230-kV [transmission] lines over 
La Veta Pass from the east, which would be a good idea because 
of the vulnerability that we are in right now because it all comes 
over from the north.

Another Valley stakeholder said:

It comes from the north, two transmission lines, and last night we 
even left the Homeland Security comment on the table that two 
guys with one chainsaw could take all the power out in this valley. 
There is no redundant power. All the poles….if you cut four tele-
phone poles you can shut down the power in the entire San Luis 
Valley. It is completely inappropriate for any future development. 
There is a huge significant issue about redundancy in transmis-
sion lines.
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Another stakeholder was asked if they had any thoughts or feelings 
about the energy leaving the SLV to help Denver or the Front Range. The 
response was:

Yes, positive as long as it promotes revenue. But concerns about 
transmission—what will it take to handle the transmission of solar 
power. We don’t want to export the water. If there is a win-win then 
the Valley would be all over it.

Another Valley stakeholder said:

So the Valley basically right now uses about 155 MW and I believe 
you need 1,000 MW to equal one gigawatt, so then the question 
becomes, geez, what is all that other potential for? Well part of it 
is redundancy so the Valley has another way to get energy if some-
thing happens; the other is for the Valley to grow and possibly 
invite industries that have never been able to locate here before. 
That’s what’s being promoted. And then the other piece is that it is 
a valuable potential to be able to export power. For the first time 
the Valley will become an energy producer, and obviously one of 
those ways the Valley will be able to produce energy is through 
concentrated solar.

11.4.2.3 NEED FOR IMPROVED POWER INFRASTRUCTURE

At least one Valley respondent said that the SLV needs more power.

Interviewer: So they must be thinking that there is going to be 
renewable energy development in the Valley if they’re building 
this line.

Stakeholder: We needed the power in as much as eight or nine 
years ago, so the initial thrust for that line was us needing pow-
er to support our developments, our growth in the western area, 
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South Fork, Creede. When renewable energy came around and 
NREL named us a spot for really good solar and they passed the 
renewable energy bill, all of those things said to Xcel we’re going 
to need transmission from the San Luis Valley…. [It will happen] 
one way or another. And it should be…. we don’t put any money 
in, it is just for our system, and Xcel and Tri-State pay for it. It 
is about an $80 million project. It should be completed by 2012 
or 2013.

Interviewer: And why are they doing this?

Stakeholder: Because we are running out of power in the val-
ley. The last transmission line built in San Luis Valley was 35 
years ago.

Although existing transmission lines could probably support an addi-
tional 50-100 MW of CSP development, Valley stakeholders made sev-
eral comments suggesting that the size of the CSP plant needed to be as 
large as 200 MW. As noted earlier, this size of facility would allow local 
demand to be met fi rst and would begin to yield additional electricity for 
export out of the valley.

Another local stakeholder talked about the scale of a possible CSP 
facility.

Is this the one [a Valley expert] keeps talking about that is 5,000 
acres and enough power to power six planets? …We talk about it 
all the time because it is considered very important for our eco-
nomic development. If you take a resource like that and don’t le-
verage it, then you’re really missing the boat. We are “green” 
here in the Valley and it resonates with us. Our agriculture in-
dustry is having problems because of water and depletion of the 
aquifer. And since agriculture is our number one industry, we need 
to diversify. Tourism is our number two industry, which only rep-
resents 11% of our economy. We have 80,000 square miles here in 
agriculture production, so…if some of these farms converted to a 
product that did not use so much water that is a good thing.
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An outside stakeholder said:

What sets solar thermal apart from PV? PV uses semiconduc-
tor—electrons —generates electricity directly. Solar thermal is a 
large-scale parabolic trough—above 5 MW it's cheaper than PV. 
Below 5 MW, PV is cheaper. So solar thermal gives you the scale. 
200 MW is the sweet spot. CSP has scalability. You would never 
have a 200 MW PV system…. The characteristics of thermal are 
that it has more thermal inertia—in the tube is oil at 750 degrees. 
If a cloud goes over it, it still stays hot, so it has more even per-
formance. PV production is spiky because when it is cloudy, the 
output drops dramatically. So each time a cloud passes over a PV 
system, the production goes way down. Thus, the grid has to be 
able to handle spikes. There is no such limitation for solar ther-
mal, it's very predictable and even….

Stakeholders said that, in the Valley, the transmission issue was as big 
as the water issue. Yet, it seemed to be fairly generally agreed that new 
transmission had to be built if a CSP plant of any economic size (e.g., 200 
to 300 MW) is to be sited in the Valley. Looked at another way, a CSP 
plant up to 200 MW could be accommodated on existing lines, but any-
thing beyond that could not.

11.4.2.4 NEUTRAL COMMENTS

Two quotes below illustrate a neutral, fact-based explanation of the trans-
mission situation without exhibiting a position.

It’s been all over the newspapers that the SkyFuel wants to do 
1 gigawatt power—they won’t do it all at once though because 
we don’t have the transmission to handle that. They are going 
to have to build out if that ever happens. But there again, that’s 
5,000 acres.

And,
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Number one is current availability of transmission, and we are 
currently maxed out. There are three coming over Poncha Pass—
small, medium and larger. There is one proposed to come over La 
Veta Pass…. Second concern is size of a new transmission line—
can it meet current demand and possible new development. I think 
solar development will go beyond the capacity of the new line 
(230 KV) that Tri-State and Xcel are proposing. If at some point 
we are going to develop solar power and transport it out of the 
Valley, we need to address this issue. But how do we finance this?

11.4.3 OPPOSITION TO TRANSMISSION

As reasons to oppose transmission, Valley interviewees mentioned (1) fear 
of industrialization of the Valley floor, (2) aesthetic concerns, (3) feared 
loss of control, (4) wildlife concerns, and (5) legal-regulatory concerns.

11.4.3.1 FEAR OF INDUSTRIALIZATION OF THE VALLEY FLOOR

A few comments appeared to oppose transmission lines. Fear of un-
controlled industrialization of the Valley floor was expressed in the 
following quote:

I don’t think anybody in the valley has a problem with a one giga-
watt transmission line. The problem is once that transmission line 
gets in here, what are the possibilities of taking advantage of that 
because the loop will then all be there, the loop will be formed, 
and then other industries will be very attracted to the fact that it 
is in now and they may want to develop and build on that and they 
may want to take it to 5.6 gigawatts…. All these companies aren’t 
going to invest in the valley for 1 gigawatt. They’re not. They’re 
going to want more and that’s the quandary. And unfortunately 
that’s what concentrated solar represents…. So are we really 
thinking in an antiquated way by thinking in terms of concentrated 
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solar? Will we end up coming up with much more efficient ways 
of being able to distribute solar other than by concentrating it?

Also, concerns about public health and electro-magnetic fi elds (EMFs) 
were said to be concerns of neighbors living near the proposed lines.

11.4.3.2 AESTHETIC CONCERNS

A few comments decried a proposed transmission line because it would 
be “on our vistas” and would be aesthetically displeasing, “going over the 
mountains.”

It was noted that one of the Valley's counties opposed transmission 
lines.

Costilla is most concerned with transmission lines being placed 
across their county—aesthetic concerns, and also they want to 
be sure that they receive local benefits. In particular, their largest 
landowner, Mr. Bacon is concerned about transmission lines go-
ing across his private land, which is used for ranching and wild-
life. He might have concerns about future property development.

11.4.3.3 FEAR OF LOSS OF CONTROL

As noted earlier, Xcel Energy and Tri-State would be granted eminent do-
main should they be granted the CPCN for the transmission line. Some 
comments expressed fear of loss of local control of property legally con-
demned under eminent domain.

11.4.3.4 WILDLIFE CONCERNS

Concerns were expressed about the possibility that the transmission line 
would bisect wildlife corridors in the La Veta Pass and Trinchera Ranch 
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areas and that transmission lines can be hazardous to birds. According to 
some residents, power poles can give raptors an advantage over the other 
species because transmission lines are required to provide raptor perches.

11.4.3.5 LEGAL-REGULATORY CONCERNS

As described in Part Two of the report on the transmission controversy, 
Louis Bacon, who owns the Trinchera Ranch, has hired attorneys to op-
pose Xcel Energy and Tri-State's application for a CPCN to build the 
transmission line. In interviews, Valley stakeholders had identified Louis 
Bacon's opposition to a proposed transmission line.

End of excerpt. To view the full report, please use the citation information 
on the first page of this chapter.
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12.1 BACKGROUND

12.1.1 PUBLIC UNDERSTANDING AND POLICY CONTEXT 
OF GRID-CONNECTED PHOTOVOLTAIC ELECTRICITY 
PRODUCTION IN AUSTRALIA

Use of grid-connected photovoltaics (GCPV), which involve the installa-
tion of photovoltaic panels (PV) on a roof or external wall and generating 
electricity for use and/or export to the grid, has been in its infancy in Aus-
tralia. GCPV is a renewable source of power without environmental cost in 
producing electricity once installed or the need for land to be used and has 
minimal transmission or distribution cost [1], while having up front panel, 
inverter and instillation costs. Much of Australia has an ideal climate for 
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generating solar energy with these technologies, as well as wind energy, 
and policy support by Governments in Australia for use of renewable en-
ergy has emerged over the last 5 to 10 years in large part in response to 
international targets for greenhouse gas emissions. Production of electric-
ity in Australia has historically been predominantly from burning coal, 
and Australia retains a very high per capita emission of greenhouse gases. 
Government policy to increase use of renewable solar energy generation 
has been enacted with economic instruments such as rebates and gross 
feed in tariffs by Federal and State levels of government (electricity grids 
between states are not fully interconnected nationally). However, there has 
been meagre research on public familiarity and attitudes towards GCPV 
and the associated subsidies and feed in tariffs.

This article considers processes of social learning about the economic 
instruments and decision making, given technology and installation op-
tions for photovoltaic electricity production. Empirically, we report on 
social learning with randomly selected public participants from a regional 
area south of Sydney, New South Wales in deliberative workshops under-
taken at the University of Wollongong in 2005 and 2012. These workshops 
provided participants with a general introduction to the practical and fi -
nancial feasibility of domestic production of electricity through installing 
photovoltaic panels with inverters and the economic instruments involved 
in residential installation.

The enhancement of social learning about residential photovoltaic in-
stallation is an important component of effective policy implementation 
for renewable energy in the Australian context. Meeting renewable energy 
targets is in part dependent on citizen take up of renewable energy sys-
tems, while it has been left to citizens to initiate the implementation of this 
technology through a renewable energy certifi cate system.

Large-scale Generation Certifi cates are currently provided by the Aus-
tralian Federal government for the installation of capital equipment in 
large schemes [2], and as the name suggests, this is likely to be imple-
mented by large-scale generators. Under a parallel small-scale renewable 
energy scheme, Small-scale Technology Certifi cates (STC) are provided 
for domestic installations [3], and it is in this area that citizen social learn-
ing is of importance.
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This paper considers how social learning processes could be used by 
such citizenry to aid information fl ows, decision making and policy imple-
mentation. Having set the Australian context for decision making by citi-
zenry in this introduction, the next section considers the decision to invest 
in PV technology. The concept of social learning in relation to decision 
making for small-scale PV investment is then reviewed in relation to tech-
nology characteristics (PV system installed costs, expected performance, 
aesthetics, building integration) and government policy instruments (sub-
sidies, tariffs and rebates) and their interaction in informing expected re-
turn on investment, before describing methods for and reporting on at-
titudes to PV decision making emerging from deliberative social learning 
workshops run in 2005 and 2012. Finally, the results from the workshops 
in relation to understanding and attitudes reported are discussed in relation 
to the differences in policy context and framing of PV investment deci-
sions in 2005 and 2012, drawing out lessons for future policy and use of 
social learning methods.

12.1.2 CITIZENRY DECISIONS TO INVEST IN PV UNDER 
ALTERNATE POLICIES

A decision to invest in installing a small-scale photovoltaic installation 
depends upon the inclinations of residents and their level of knowledge 
of photovoltaic technology, particularly the relative environmental and 
economic costs and benefits which may accrue from such installation. An 
STC can be transferred to and redeemed by a photovoltaic installer, reduc-
ing the capital investment costs of a typical 1.5-kilowatt (kW) installation 
to around Australia $3,000 at the time of the workshops in early 2012.

This system of STCs was preceded by a Federal government rebate 
scheme between 2000 and 2009 which resulted in the installation of 
107,572 units generating 128 megawatt (MW) [4]. The previous program 
has been regarded as being ineffective environmentally and ineffi cient in 
terms of failing to promote understanding and acceptance of residential 
photovoltaic installation. The suggestion is it would have been less costly 
to employ other strategies such as standard social marketing [4]. Further, 
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such alternative strategies could have mitigated negative publicity and as-
sociated framing of investment decisions for residential photovoltaic in-
stallation when prices for STCs or State arrangements for feed in tariffs 
for generated electricity changed in 2010. This, consequently, could also 
have mitigated the uncertainty and boom and bust cycles for associated 
manufacturing and installation industries.

Wustenhagen et al. [5] reviewed research on the social acceptance of 
wind energy and pose some questions which might also arise for citizens 
who install photovoltaic systems in their residences. Much of the research 
which has been conducted on social acceptance and renewable energy has 
been related to wind energy, nuclear power and geothermal, and has not 
focussed on photovoltaic panels on residences. For example, social ac-
ceptance of wind energy has shown the type of landscape to be a critical 
factor [6]. Analogously, the siting of PV solar panels may be an important 
issue, particularly if large-scale photovoltaic installations become more 
plentiful. There is some evidence that the visual intrusion of residential 
panels is associated with a decision not to install panels [7]. Australians 
may have concerns about the visual amenity of having panels installed on 
a residence, in relation to which the workshops developed for the current 
project assessed perceptions of traditional panels versus building-integrat-
ed panels.

There are likely to be varying levels of community engagement and 
education to promote the installation of a residential photovoltaic system, 
depending on factors such as whether or not citizens were residents in one 
of the designated seven Solar Cities in Australia [8]. Education of citizens 
in general about photovoltaic technology in Australia consists currently 
primarily of static website information. There have been no apparent gov-
ernment initiatives for citizens to pursue this information or highlight the 
expected fi nancial returns from investing in and using electricity gener-
ated by residential photovoltaic systems.

Assessing citizen attitudes towards and motivation to investing in PV 
systems in Australia needs to distinguish between wholesale price levels 
for exported feed in tariffs, effective electricity cost offsets with direct 
generated use and government subsidized tariffs. Such subsidies can pro-
vide incentives to install domestic photovoltaic electricity generation tech-
nology but in turn need to consider the real expected return and payback 
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periods given the expected performance, and up front capital costs, of sys-
tems.

In addition to Commonwealth Government cost offsets accruing from 
STCs, State governments across Australia have provided a range of do-
mestic electricity offset and feed in tariff arrangements and associated in-
centives. These initially ranged from State tariffs with typical small-scale 
(less than 10-kW systems) systems for net export of electricity in excess of 
domestic use into the grid (South Australia (SA), Victoria (Vic), Western 
Australia (WA), Queensland (QLD)) of amounts varying from Australian 
$0.44 to Australian $0.60/kWh over 10 to 20 years, to gross feed in tariffs 
in New South Wales (NSW) and the Australian Capital Territory (ACT) 
over 6 to 20 years from Australian $.040 up to Australian $0.60/kWh [9]. 
In NSW, where our study is based, an Australian $0.60 gross feed in tar-
iff applied to installation and supply agreements in NSW signed from 9 
November 2009 up to midnight 27 October 2010 for electricity generated 
by PV panels up to 31 December 2016 under the Solar Bonus Scheme 
program. This program essentially covered the capital investment costs 
by households of a typical 1.5-kW system installation (around Australian 
$6,000 during 2010) by the end of 2016, given that under this tariff such 
a system reduces energy costs or generates income of approximately Aus-
tralian $1,100/year. This NSW program has more recently been framed 
as burdensome by the current NSW State Government, but the program 
did ensure a rapid uptake of photovoltaic technology in the State, while 
not committing tariff funding beyond 2016 unlike other state schemes. 
For agreements signed after the 28 October 2010, the gross feed in tariff 
in NSW was reduced from Australian $0.60/kWh generated to Australian 
$0.20/kWh, but a newly elected state government in April 2011 effectively 
removed any government subsidy, moving to a tariff to refl ect the cost of 
undistributed wholesale electricity. For PV panel installation and supply 
agreements in New South Wales at the time of the workshops conducted 
in 2012, residents could receive around an average Australian $0.07/kWh 
for electricity exported to the grid—a price which is based on the spot 
price which a wholesaler would receive for electricity generated in the 
state [10]. Alternatively, if the residents in NSW were to utilize electricity 
generated by their photovoltaic installation in their own home, this would 
be fi nancially equivalent to what they would pay for utilizing electricity 
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from the grid, typically Australian $0.22 to Australian $0.24/kWh, unless 
use is off-peak. Hence, offsetting domestic use in peak periods when PV 
electricity is generated would, on average, provide three times the price 
which they are offered for exporting electricity through a net feed in tariff. 
However, to utilize PV energy generated at their home, residents would 
have to utilize this electricity at the time it is generated (during sunlight 
hours) which may not be feasible for many residents given their patterns 
of energy consumption.

Extensive publicity and political attention around the reduction in gross 
feed in tariff rate to Australian $0.20/kWh for systems signed off after the 
27 October 2010, and further falls in the exporting rate when investing 
beyond 28 April 2011, has negatively framed public perception of invest-
ing in domestic photovoltaic technology in NSW after 27 October 2010. 
Indeed, beyond 28 April 2011, while the Independent Pricing and Regu-
latory Tribunal (IPART) recommended a non-mandatory price per kWh 
around the wholesale average undistributed price of Australian $0.052 
to Australian $0.103 per kWh in 2011 to 2012 and Australian $0.077 to 
Australian $0.129 in 2012 to 2013 [11,12], electricity retailers effectively 
paid at the bottom of these ranges, if anything, for PV exported electricity. 
Hence, there was marginal if any return received from investing in a gross 
metered system, depending on retailer after 28 April 2011, with net meters 
clearly preferable when offsetting domestic electricity use with PV energy 
generated during daylight hours (effectively Australian $0.20 to Austra-
lian $0.28, depending on provider over 2011 to 2013).

Importantly, the rate of payment for PV energy generation with invest-
ment after 27 October 2010 was publicly framed as a loss relative to that 
previously received at Australian $0.60c/kWh. Public framing and focus 
on such perceived losses is, following prospect theory and loss aversion 
with higher valuing of perceived losses than gains [13], expected to lead 
to sharp falls in GCPV investment and installations. However, continual 
signifi cant decreases in capital costs faced by households for installing 
systems after 27 October 2010 and increasing prices for grid electricity 
mean that while the payback period for installing domestic solar panels 
may have increased somewhat, the long-term rate of return to households 
on a typical 1.5-kW system has in fact increased over time. For example, 
a reduction for the installed cost to a household of a 1.5-kW system to 
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$3.000 with an agreement signed in early 2011, with an Australian $0.20c 
feed in tariff until the end of 2016, results in an expected 7- to 9-year 
payback period. A 1- to 3-year payback period beyond 2016 depending 
on the extent to which feed in tariffs are higher than Australian $0.30 be-
yond 2016, with converting from gross to net meters and domestic genera-
tion offsets daylight consumption and doubles the return on initial capital 
investment relative to an Australian $6,000 system beyond that. Hence, 
falls in capital costs after October 27 2010 result in a higher rate of ex-
pected overall investment return with an outlook beyond 10 to 15 years 
despite the lower rate of tariff to 31 December 2016 in NSW. Indeed, the 
long-term return continues to rise with continuing falls in capital costs of 
installation, even with the further fall in effective gross tariffs paid to the 
end of 2016. Currently, 1.5-kW systems in NSW installed with net meters 
offset energy use during daylight (about Australian $0.25 to Australian 
$0.30/kWh) and receiving what amounts to an average wholesale price 
(around Australian $0.077/kWh) with an appropriate choice of retailer can 
be installed for as little as Australian $1,500. This results in a 4- to 12-year 
payback period, depending on energy use offset and the extent to which 
the retail and wholesale price for electricity can be expected to increase to 
2016 and beyond. If, as reported by IPART, on average, two thirds of PV 
generation is consumed and one third exported to the grid, then the aver-
age payback period with a net meter and 1.5-kW system in 2013 would be 
approximately 6 to 7 years, depending on the rate of increase in electric-
ity prices [12]. Those consuming all PV energy generated would have a 
payback period of approximately 4 years, those who export 50% about 9 
years, and those exporting all energy generated around 12 years.

Beyond 2016, the net-metered PV systems with Australian $1,500 
capital installation costs in 2013 will have twice the return on capital of 
fi xed systems installed for Australian $3,000 and four times the return on 
a system installed for Australian $6,000 in 2010. Those with a gross feed 
in meter who received Australian $0.60 and Australian $0.20 will also face 
costs of converting to a net meter post 2016 to allow for the higher effec-
tive returns from offsetting electricity use during PV generating hours.

Consequently, the processes of social learning and the investigation of 
public perceptions is becoming increasingly pertinent to effective promo-
tion, informed investment decisions and effi cient implementation of such 
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domestic PV systems in NSW. Further, while the above consideration of 
returns on investment is framed in the context of subsidized gross-metered 
tariffs in NSW, similar calculations and arguments for approaches to in-
formed promotion with social learning apply in other jurisdictions (Aus-
tralian States and elsewhere) where reduced capital costs and increasing 
energy prices result in increased long-term return on investment for net-
metered PV systems despite removal of previously subsidized tariffs for 
fi xed periods. However, despite the general and increasing need to have 
informed public perception and investment decisions, the promotion of 
domestic utilization of photovoltaic technology in Australia remains very 
limited. This is primarily limited to Internet websites created by govern-
ment departments and installers of photovoltaic panels and occasional 
printed postal information provided by utilities and retailers.

It is suggested that in order for citizens to be more knowledgeable 
about the environmental and fi nancial returns from installing photovoltaic 
technology, consideration should be given to the utilization of processes 
of social learning within various modes of educating citizens. These pro-
cesses of social learning can be incorporated in community information 
sessions and other forms of media promotion.

12.1.3 SOCIAL LEARNING

Social learning is briefly reviewed to articulate essential components re-
quired for a social learning process in relation to domestic grid-connected 
photovoltaic systems. The facilitation of social learning is critical to the 
process of developing citizen proficiency in understanding science and 
technology. It is designed ‘to enlarge the citizen client’s abilities to pose 
the problems and questions that interest and concern them and to help con-
nect them to the kinds of information and resources needed to help them 
find answers’ [14]. Schusler et al. ([15], p. 311) defined social learning 
‘as learning that occurs when people engage one another, sharing diverse 
perspectives and experiences to develop a common framework of under-
standing and basis for joint action’. Keen et al. [16] propose a model of 
social learning comprised of reflection, systems orientation, integration, 
negotiation and participation. They include the economic system in their 
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system orientation which is relevant to financial aspects of the installa-
tion of grid-connected photovoltaic production of electricity in domestic 
premises.

In social learning, the social condition can be changed or altered, es-
pecially changes in how one perceives their personal interests compared 
to and connected with the shared interests of their community [17]. Con-
ditions for social learning need to be conducive for meaningful dialogue 
and interaction to occur between experts and non-experts that results in 
an environment for thinking and learning together. Some aspects of a pro-
gram that can promote social learning include providing an atmosphere of 
open dialogue and transparency of information, opportunities for repeat-
ed meetings and gatherings, access to expert support, face-to-face small 
group work, site visits and tours, unrestricted opportunities to infl uence 
the program process and political support for the process [17]. In this proj-
ect, we developed a deliberative workshop format which provided partici-
pants with information on photovoltaic technology, building integration of 
photovoltaic technology, government economic instruments designed to 
promote domestic use of this technology and the opportunity to refl ect on 
this information.

The sharing of diverse participant perspectives involves providing a 
public with an opportunity to discuss their experience and local knowl-
edge of an issue [14]. Local knowledge is often tacit knowledge which 
can be rendered explicit through deliberation [18,19]. In the deliberative 
workshops, we built upon participants’ local knowledge by referring to 
other forms of renewable energy, already in existence in the local area, 
which they were familiar with and provided participants with the oppor-
tunity to elaborate on the issues which arose for them in the workshops.

Deliberative workshops incorporating social learning provide the op-
portunity for participants to consider technological and domestic issues 
in depth as well as elicit issues not considered by researchers. The work-
shops provided participants with an opportunity to share their views on 
energy production and individual usage and the personal, economic and 
social conditions which infl uence the uptake of photovoltaic systems in 
domestic dwellings. The participants were provided with opportunities to 
discuss similar technologies, such as wind energy and a local trial of ocean 
tidal generation of electricity, which informed their understanding of simi-
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lar contexts for photovoltaic electricity production. In order to develop 
the workshop process, social science research relevant to citizen attitudes 
towards and knowledge of photovoltaic technology was reviewed. This 
guided the choice of relevant content for the development of the workshop 
process, highlighting aspects of public understanding of residential photo-
voltaic technology.

12.1.4 PREVIOUS STUDIES OF MOTIVATIONAL AND 
ATTITUDINAL FACTORS ASSOCIATED WITH RESIDENTIAL 
GRID-CONNECTED PHOTOVOLTAIC TECHNOLOGY

Studies of understanding and attitudes to domestic installations of grid-
connected photovoltaic systems have largely been conducted in Europe 
and America, and generally show that citizens have positive attitudes 
towards GCPV [20]. Some populations while having a positive attitude 
towards GCPV tended to confuse such installations with roof-mounted 
solar hot water [21]. However, only a small proportion of a population are 
prepared to invest in such technology. Oppenheim [22] refers to 1% of 
consumers in two American cities being willing to pay extra to have pho-
tovoltaic panels on their roof. Faier and Neame [7] note the lack of uptake 
of a combined photovoltaic and thermal solar panel system made avail-
able in England under a grant system that provided 50% of the installed 
capital cost.

12.1.5 BUILDING INTEGRATION OF PHOTOVOLTAICS

Building-integrated photovoltaic panels do not feature extensively in in-
stallations in Australia, whereas they do in the northern hemisphere. Social 
research on this aspect of photovoltaic technology is limited, with Sylves-
ter [23] having studied simulation of photovoltaic filtering on windows in 
office buildings. Although the participants were in favour of the energy 
and associated energy cost savings of this technology, they were dissatis-
fied with the disruption to natural light in the building. Blewett-Silcock 
[24] studied public reactions to building-integrated photovoltaic technol-
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ogy in an English university. He examined whether participants found the 
materials attractive and found that this depended on the type of building 
they were asked to evaluate. Interestingly, the participants did not link the 
electricity they used in the office with that generated by the façade.

12.1.6 PERCEIVED ECONOMIC FEASIBILITY

Perez et al. [25] consider the perception of economic feasibility of pho-
tovoltaic electricity generation and solar hot water production. Initially, 
they considered short-term payback, the net cost divided by the first year 
energy cost savings, but quickly dismiss this as too simple and partial, in 
failing to take account long-term impacts of GCPV. Long-term return re-
quires assessing the net present value (NPV) - the economic value over a 
product’s lifetime, where they demonstrated a positive value. Importantly, 
in assessing NPV, they highlighted that current retail costs do not reflect 
some of the advantages of GCPV with dispersed production of electricity 
on site rather than undispersed electricity, the value of which they esti-
mated as US$0.01 to US$0.06 more per kWh. Hence, comparisons with 
other technologies should compare the NPV of lifetime distribution costs. 
Similarly, Riedy [26] notes that, in general, transmission pricing regimes 
in Australia are biased against distributed generation such as GCPV while 
favouring undistributed generation such as coal fire production. Distrib-
uted generation sources such as GCPV should not be compared as though 
they use the transmission system.

12.1.7 FEED IN TARIFF

Wiginton et al. [27] argue that feed in tariffs have been the most effective 
government incentive program for encouraging domestic photovoltaic in-
stallation, and those countries which have introduced feed in tariffs have 
seen the greatest uptake. Mitchell et al. [28] maintained that the German 
feed in tariff scheme is more effective at increasing the share of renew-
ables than the Renewables Obligation in England and Wales because it 
reduces risk more effectively for generators; such arguments are reiterated 
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by Lesser and Su [29]. Schaefer et al. [30] reported favourable citizen 
attitudes towards feed in tariffs in a survey of views on domestic wind 
energy production in New Zealand and refer to similar findings in Canada 
and Japan. Maine and Chapman [31] demonstrated that during industry 
infancy, paying the spot price for electricity in South Australia provided 
insufficient incentive to take up solar electricity, suggesting that it was 
an unsuitable base on which to formulate a feed in tariff to promote PV 
installation.

12.1.8 REBATES AND SUBSIDIES

Haas et al. [32] have examined participants’ motives in the Austrian roof-
top program of the early 1990s and found that the rebate was an essential 
factor in the adoption of GCPV for 40% of participants. About 35% of par-
ticipants would have purchased a system without a rebate. Haas et al. [32] 
regarded the high investment costs as a major barrier for broader market 
penetration. They noted a high willingness to pay for photovoltaics, which 
is above the level of cost-effectiveness but argued that this willingness is 
dependent upon rebates or other financial incentives. Haas [33] argued that 
rebates are an effective tool in expanding photovoltaic markets but that the 
rebates in almost all programs are too high and do not provide a sufficient 
incentive for a customer to find the most efficient system. Hence, while 
they may be appropriate for an early stage of market diffusion, rate-based 
incentives are the most effective tool for efficiently increasing GPCV use.

Chosen features for a social learning and attitude evaluation process 
for GCPV in NSW

The review of social science studies relevant to GCPV in NSW sug-
gests that a relevant social learning and attitude evaluation process should

• discuss and demonstrate how domestic installations operate and assess par-
ticipants’ attitudes to GCPV and willingness to pay to have an installation 
in their residence;

• provide information and assess understanding of the economic and envi-
ronmental impacts of distributed generation and evaluate participants’ at-
titudes towards such impacts;

• evaluate participants’ attitudes to the design and appearance of building-
integrated panels;
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• provide explanations on the operation of feed in rates in New South Wales, 
provide comparisons with other States in Australia and assess participants’ 
attitudes towards and preferences for levels of feed in rates;

• provide information on the types of rebate that have been made available 
by the Federal government in Australia and assess participants’ attitudes 
towards and preferences for rebates provided.

These content and evaluation areas were incorporated in the develop-
ment of a deliberative workshop process.

12.2 METHODS

12.2.1 DELIBERATIVE WORKSHOP METHOD

Four deliberative workshops were conducted with citizens in the Illawarra 
region of New South Wales, Australia, implementing a social learning 
method for developing and assessing public understanding of residential 
photovoltaic installations. The participants were systematically selected 
[34] from the local telephone directory and paid Australian $50 for their 
participation in a 90-min workshop. The workshop was conducted with 
the aid of a PowerPoint audiovisual presentation, which included informa-
tion about how photovoltaic panels operated and images of photovoltaic 
panels utilized in domestic installations. The participants were provided 
with a booklet which had a printed version of the slides contained in the 
audiovisual presentation.

The workshop commenced with a discussion of renewable energy and 
the various means by which it can be produced. This focused on the gen-
eration of electricity through wind turbines and a local system which uti-
lized wave energy. The audiovisual presentation provided information on 
the basic operation of a photovoltaic panel. It also presented images of the 
basic installation of panels on a domestic rooftop with traditional mount-
ing of panels on a rack.

The presentation then provided photographs of building-integrated 
panels which are more prevalent in Japan and Europe. The participants 
were asked to rate the attractiveness and design of four building-integrated 
types of panels and four non-integrated types of panels on 10-point seman-
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tic differential scales, where 1 was attractive and 10 unattractive; and on 
a second semantic differential, where 1 was not well designed and 10 was 
well designed. These different types of panels were represented by com-
puter graphics which presented different types of generic panel structures. 
These included non-integrated panels on two upright short racks, panels 
on four long fl at racks, fl at panels on tiles; and integrated panels on short 
skylights, elongated skylights, panels which completely replace roof tiles 
and look like a fl at iron roof, and panels which completely replace tradi-
tional roof tiles and look like roof tiles.

The presentation then focused on the fi nancial aspects of installing 
panels on a domestic dwelling and the rebates which were available from 
the Federal government. In 2005, the Federal Government provided a re-
bate of Australian $7,920 for the installation of 1.5 kWh of panels (usu-
ally six panels), which typically cost Australian $14,000 to install, thus 
requiring an outlay of Australian $6,080. The state governments would 
typically pay for electricity generated, which was excess to domestic us-
age, at the same rate at which they sold electricity to residents, usually at 
Australian $0.125/kWh. The participants were told that this size of instal-
lation would typically generate 1,461 kWh of electricity per annum which 
would be worth Australian $4,566 over a 25-year period, the expected life 
of the panels. The scenario of a payment of Australian $.50/kWh was also 
discussed. This feed in rate was available in Germany and was being con-
sidered for the Northern Territory in Australia. They were also told that the 
maintenance cost of the panels would typically be Australian $650 for the 
purchase of a new inverter, which might become necessary at some stage 
of the expected 25-year life of the panels.

The participants in 2012 were told that a 1.5-kWh system would cost 
Australian $7,000 and there would be a government rebate in the form of a 
renewable energy certifi cate with a solar credit of Australian $3,720 which 
the supplier via the resident would receive, leaving a resident to pay Aus-
tralian $3,280. They were told that if they used the electricity generated, 
depending on the tariff they paid for electricity from the grid, it would 
be expected to be worth Australian $300/year at Australian $0.20/kWh or 
Australian $7,500 over the expected 25-year operation of the panels, as-
suming electricity prices increase at the same rate as infl ation. They were 
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also told that this may not be feasible, as for it to be worth this amount, 
they would have to use energy during daylight hours, when it was gener-
ated. If they fed it back to the grid, then under proposed arrangements, 
they would receive about Australian $0.077/kWh, the wholesale undistrib-
uted price to be paid for electricity generated by PV in NSW. They were 
also told that the maintenance costs for a set of panels would typically be 
Australian $650 for the purchase of a new inverter at some stage of the 
expected 25-year working life of the panels.

The participants were fi nally asked to complete a questionnaire in 
which they rated their agreement with various attitude statements about 
photovoltaic panels, on 7-point Likert scales, where 1 indicated very 
strongly agreeing and 7 was very strongly disagreeing. They were asked 
to rate whether they considered the panels to be environmentally worth-
while, fi nancially worthwhile, reliable, safe, whether or not panels could 
be constructed to be unnoticeable on roofs and whether or not they detract 
from the appearance of a house. They were also asked to rate their inten-
tion to install photovoltaic panels on a 4-point scale of very likely to very 
unlikely. If they were not prepared to install panels, they were asked if 
they would be prepared to do so if the rebate in 2005 or the solar credit in 
2012 was higher and by how much, and if a feed in tariff rate on electricity 
generated was higher and by how much.

Discussion about the various technological and fi nancial aspects of 
photovoltaic panels was encouraged in the workshop. Discussion was en-
couraged through asking the participants what they knew about renewable 
energy and how important it was to them; whether they had any safety 
concerns about installing a set of photovoltaic panels on their residence, 
what they thought of the appearance of integrated and non-integrated pho-
tovoltaic panels, what they thought of the fi nancial benefi ts of installing 
a set of panels on their residence and whether they thought it was more 
important to receive a high rebate or feed in tariff.

Bang et al. [35] argue that more qualitative work is needed to ascertain 
what beliefs people have about renewable energy. The workshop proceed-
ings were recorded, transcribed and qualitatively analysed, but while the 
quantitative results are reported, the qualitative results are not reported in 
detail in this particular article.
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12.2.2 RESEARCH EXPECTATIONS

Although this was a preliminary study examining how a social learning 
method could be implemented on residential grid-connected photovolta-
ics, there were some expectations about the deliberations which ensued 
even though an initially small sample size was utilized. These expectations 
were as follows:

Only a small proportion of the public would be prepared to purchase a 
set of photovoltaic panels in 2005, and the awareness and understanding 
of photovoltaic technology would be minimal in the general community.

A higher proportion of the public would be prepared to purchase a set 
of photovoltaic panels in 2012, and there would be increased awareness 
in the local community about the nature of photovoltaic panels and famil-
iarity with such panels partly due to the publicity surrounding the brief 
implementation of a subsidized gross feed in tariff policy, by the State 
government, which had been terminated before the 2012 workshops were 
conducted.

Positive attitude towards the environmental benefi ts of photovoltaic 
panels would be less of a predictor of intention to purchase a set of panels 
than positive attitude towards the fi nancial benefi ts of purchasing a set of 
panels.

A larger proportion of the sample would be prepared to purchase a 
set of panels if the installed cost was lower and/or rebate in 2005 or solar 
credit in 2012 and feed in tariff rate was higher.

The public would have more positive attitudes towards the attractive-
ness and design considerations of building-integrated panels than tradi-
tional panels.

12.3 RESULTS

12.3.1 ANALYSIS OF QUESTIONNAIRE RESPONSES

In 2005, seven participants attended the first workshop, and eight partici-
pants attended the second workshop. In 2012, seven people attended the 
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third workshop, and nine attended the fourth workshop. The participants 
comprised approximately half male and half female in each workshop, 
half of whom were over 45 years of age and predominantly living with 
a spouse or partner. The participants were from a range of occupational 
backgrounds with professional and retired categories, having more than 
five participants in 2005 and 2012. One third of the participants were re-
ceiving more than Australian $80,000 gross income per year, one fifth 
were receiving between Australian $50,000 and Australian $80,000/year, 
and one fifth Australian $40,000 to Australian $50,000/year. There were 
no differences in the demographic characteristics of the two samples in 
2005 and 2012.

TABLE 1: Frequency of response of participants’ likelihood of purchasing a photovoltaic 
system

Response Year Total

2005 2012

Very likely 2 1 3

Likely 2 7 9

Unlikely 7 7 14

Very unlikely 4 1 5

Total 15 16 31

None of the participants in the 2005 sample had purchased a photovol-
taic system, whereas one participant had purchased such a system in the 
2012 sample. While the mean difference in likelihood of purchasing a sys-
tem between year of consultation (2005 M = 2.86, SD = 0.24; 2012 M = 2.5, 
SD = 0.22) was not statistically signifi cant (F(1,30) = 1.27, p < .28), in 
2012, there was an 88% increase in the proportion of participants who said 
that they would be likely or very likely to purchase a photovoltaic system 
(8/16 = 50% vs 4/15 = 27%). There was a concomitant decrease of 77% 
in the proportion of participants (6% vs 27.%) who said that they would 
be very unlikely to purchase a photovoltaic system in the near future (see 
Table 1).
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Forty percent (6/15) of the 2005 sample stated that they would need to 
receive Australian $0.50/kWh, and four participants chose other rates: Aus-
tralian $0.20, Australian $0.30, Australian $0.70 and Australian $1/kWh, 
while 33% (5/15) of the participants in 2005 did not respond. In 2012, 
38% participants responded (6/16) and were evenly spread over Australian 
$0.20 to Australian $1.00/kWh, while 62% (10/16) did not respond to this 
question. The mean difference between year of consultation in preferred 
feed in tariff rate was not statistically signifi cant (F(1,15) = 0.57, p < .47).

Participants’ acceptable capital purchase price for a set of six panels 
are listed in Table 2. The mean difference in price that participants were 
prepared to pay for purchase and installation, between year of consulta-
tion, was not statistically signifi cant (F(1,20) = 2.69, p < .11). The median 
prices that participants were prepared to pay for the installation of a 1.5-
kW system was signifi cantly less in 2012 (Australian $2,000) compared to 
2005 (Australian $5,000), consistent with a fall in capital cost for install-
ing such systems. There was a large proportion of participants who did 
not respond to this question in 2012 (9/16), refl ecting uncertainty around 
tariffs and return on investment from capital and the public framing of this 
decision in light of perceived losses in tariffs relative to earlier investment.

TABLE 2: Participants’ preferred capital purchase price for a set of six panels

Purchase price (Australian $) 2005 2012 Total

0 0 1 1

500 0 1 1

1,500 0 1 1

2,000 2 2 4

2,500 2 1 3

2,800 0 1 1

3,000 1 0 1

4,500 2 0 2

5,000 2 0 2

6,000 4 0 4

30,000 1 0 1
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Multivariate analysis of variance indicated a signifi cant multivariate 
effect due to year of consultation on participants’ mean ratings for the 
general characteristics of photovoltaic panels (F(7,23) = 556.85, p < .001). 
The mean ratings of panels and the signifi cance of the differences in mean 
ratings by analysis of variance (ANOVA) from 2005 and 2012 are shown 
in Table 3. The participants in 2012 placed signifi cantly greater emphasis 
on whether investing in panels was fi nancially worthwhile or not as well 
as statistically signifi cant greater emphasis on whether panels detract from 
the appearance of houses.

TABLE 3: Participants’ ratings of the characteristics of photovoltaic panels

Panel characteristic 2005 mean 
ratings (SD)

2012 mean ratings 
(SD)

F(1,29) Probability

Environmentally 
worthwhile

1.87 (1.06) 2.12 (0.23) 0.59 <.45

Financially worthwhile 5.43 (0.19) 2.94 (0.17) 95.86 <.001

Not financially viable 3.29 (0.32) 4.53 (0.29) 8.38 <.01

Reliable 2.29 (0.27) 2.71 (.25) 1.29 <.27

Safe 2.00 (0.96) 2.65 (0.20) 4.69 <.04

Unnoticeable on roofs 2.00 (0.29) 3.35 (0.26) 12.03 <.01

Detract from the appear-
ance of a house

4.71 (0.39) 3.59 (0.35) 4.63 p < .04

Ratings of whether or not a grid-connected photovoltaic installation 
was environmentally worthwhile and fi nancially worthwhile were re-
gressed on ratings of likelihood to purchase a set of panels, in order to as-
sess the relative predictive effi cacy of these factors. The regression model 
was signifi cant (F(2,30) = 4.45, p < .05). The likelihood of purchasing a set 
of panels was predicted by whether participants considered that panels 
are fi nancially worthwhile and not based on whether they considered such 
panels to be environmentally worthwhile.

The mean ratings for the attractiveness and design of the integrated 
panels were that such panels were considered more attractive than non-
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integrated panels in 2005 and 2012, see Table 4. For the repeated measures 
ANOVA, there was no main effect for year of consultation or signifi cant 
interaction between the rating of attractiveness and year of consultation. 
The integrated panels were also rated as being better designed than the 
non-integrated panels in 2005 and 2012. Once again, there was no main 
effect for year of consultation or signifi cant interaction between rating of 
design and year of consultation.

TABLE 4: Participants’ ratings of the attractiveness and design of building-integrated and 
non-integrated panels

Panel characteristic 2005 mean 
ratings (SD)

2012 mean 
ratings (SD)

F(1,30) P value

Attractiveness of integrated 
panels

3.66 (1.65) 4.19 (1.35) 35.60 <.001

Attractiveness of non-
integrated panels

5.51 (1.93) 5.47 (1.61)

Good design of integrated 
panels

8.28 (1.07) 6.74 (1.43) 34.97 <.001

Good design of non-i
ntegrated panels

5.88 (1.96) 5.08 (1.25)

Although the qualitative analysis of the workshop discussion is not 
reported here, it is worth noting that some 2005 workshop participants 
initially misunderstood photovoltaic technology to be solar hot water 
technology. The participants in the 2012 workshops did not indicate this 
misunderstanding but were concerned about the safety of installing pho-
tovoltaic panels on their roofs, whether such panels were a fi re hazard and 
whether they would withstand storm damage. The qualitative data obtained 
in the workshops provide details of the social learning process which oc-
curred. Briefl y, the participants shared their knowledge of renewable en-
ergy, which was primarily solar hot water in 2005. Through discussing the 
difference between solar hot water production and photovoltaic electricity 
production, the participants shared and developed their understanding of 
the differences between these two forms of renewable energy. There was 
considerably more understanding of the operation of photovoltaic panels 
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in 2012, and the participants were fairly conversant with the operation of 
such technology. Social learning also took place with regard to the build-
ing integration of photovoltaic panels. There was considerable discussion 
about how this type of photovoltaic panels was preferable to stand-alone 
panels in 2005 and 2012 in terms of the aesthetic benefi ts and in terms 
of the monetary benefi ts of substituting photovoltaic panels for building 
materials. The participants’ understanding of the fi nancial costs and ben-
efi ts of GCPV also benefi ted from a social learning process, whereby par-
ticipants shared their understanding of feed in tariffs and how they were 
operating in 2005 and 2012.

12.4 DISCUSSION

The questionnaire results indicate positive attitudes to domestic instal-
lation of photovoltaic panels but a reticence to participate in the rebate 
scheme in existence in 2005 because it was not seen as financially viable. 
The participants in 2005 were more willing to participate in the scheme 
if the government rebate had been higher. The participants also felt that 
the feed in tariff should be higher. The participants in the 2012 workshops 
were more likely to purchase a set of panels, but the difference with the 
2005 participants was not statistically significant.

Forty percent of the participants in the 2005 workshop (6/15) indicated 
an interest in receiving Australian $0.50/kWh. This was probably due to a 
discussion in the 2005 workshops of an Australian $0.50/kWh hour feed 
in tariff rate proposed for the Northern Territory in Australia. The par-
ticipants’ preferred feed in tariff was evenly spread between Australian 
$0.20 and Australian $1.00/kWh for 2012, while 38% (6/16) did not re-
spond. This indicates that the participants may not be connecting return 
on investment to initial investment capital and had diffi culty answering 
the question. There was also a high non-response to how much they were 
prepared to pay for the purchase of a set of panels (32% in 2012). Non-
responses were not observed for other items in the questionnaire. These 
questions may be more readily answered through a discrete choice experi-
ment structure [36] which provides a more readily interpreted structure 
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and such a structure will be trialled in future research. The high level of 
prices that participants were prepared to pay in 2005 (median of Australian 
$5,000) than those in 2012 (median of Australian $2000) is expected given 
the quoted retail price of Australian $6,080 when the federal government 
rebate was taken into account in 2005, whereas in 2012, the general price 
for a 1.5-kW system was Australian $3,280 when solar credits were taken 
into account.

The participants’ ratings of the general characteristics of panels dif-
fered signifi cantly between years of consultation. The participants in 2012 
had greater agreement than the 2005 participants with the statement that 
panels are fi nancially worthwhile and disagreed more with the statement 
that panels are not fi nancially viable. This refl ects the signifi cantly lower 
capital costs of installing systems and despite 36% lower feed in tariff than 
in 2005 (Australian $0.08 vs Australian $0.13c/kWh). The participants in 
2012 were concerned about the safety aspects of installing photovoltaic 
panels on a residence. This was refl ected in the ratings that participants 
provided on the characteristics of panels and also in the discussions which 
took place in the workshops in 2012, where participants were concerned 
about whether or not the panels could cause a fi re or whether or not they 
would withstand storm damage. This may have been instigated by the re-
ports in the media in the year preceding the 2012 workshops about electri-
cal and fi re problems which had arisen through an environmental program 
in which the installation of house insulation was implemented through a 
subsidy provided by the Federal Government.

In 2005, the participants’ understanding of solar hot water generation was 
the initial knowledge of parallel phenomena which they brought forth in their 
discussions about photovoltaic electricity generation. Some participants in 
2005 did not initially understand the differences between solar hot water and 
photovoltaic electricity generation. Knowledge about solar hot water produc-
tion was what they initially discussed in relation to the topic of the workshop.

Government action, encouraging public action, was also considered 
important by the participants in 2005 and 2012. In 2005, they considered 
that the subsidy should be greater to enable more panels to be installed. 
The participants in 2005 were also in favour of a higher feed in tariff. 
They considered that they would be more motivated to purchase panels if 



Promotion of Domestic Photovoltaic Electricity Production 379

the feed in rate was higher. The participants in 2012 were still in favour of 
higher feed in tariffs as would be expected.

The semantic differential ratings of the building-integrated panels indi-
cated a positive evaluation of such integration with participants, consider-
ing that such panels were more attractive and better designed in both 2005 
and 2012. The ratings suggest that retailers should consider marketing and 
selling such panels as they may signifi cantly enhance the public’s interest 
in and attitude toward such technology.

Discussion in the 2005 workshops indicated misunderstandings in 
the participants’ perceptions of the practicalities of utilizing GCPV tech-
nology. If the researchers had relied on their own understandings and 
knowledge of citizen interpretations of the way in which such technol-
ogy operates, they would have missed out on various aspects of citizen 
understanding of photovoltaic technology which were tacit in their un-
derstanding of how such technology operates. This indicates the worth 
of implementing a social learning approach to informing the public about 
residential grid-connected photovoltaic installation.

Discussion in the 2012 workshops indicated greater understanding of 
the operation of domestic photovoltaic installations than that in the 2005 
workshops. However, the research indicates that the 2012 participants had 
increasing diffi culty expressing their attitudes towards the fi nancial ar-
rangements which are currently in place for residents who wish to install 
photovoltaic systems in their residences, which likely refl ect changes in 
tariff policy and associated uncertainty. Importantly, such policy changes 
in NSW appear to have framed public perception of investment in GCPV 
now as a loss relative to investment when tariffs were Australian $0.60c/
kWh until 2016. This is in spite of long-term returns on investment in 
GCPV in fact being higher as capital costs of installed GCPV systems 
have signifi cantly fallen and despite NSW pricing not appropriately hav-
ing taken into account the lower distribution costs of residential GCPV-
generated electricity. This research is timely in informing the public and 
government policy, showing the impacts on decisions to install GCPV 
technology are in large part dependent on factors which have not been 
considered or researched. Namely, what citizens perceive as reasonable 
and fair and suffi ciently motivating to invest in installing a GCPV system 



380  Solar Energy: Application, Economics, and Public Perceptio

in their residences, how well that is informed and how those factors have 
been framed and changed over time [10,12].

12.5 CONCLUSIONS

Social learning principles can provide a range of benefits for communica-
tion and decision making in the informed promotion of grid-connected 
photovoltaic technology. Public perceptions and citizens’ investment deci-
sions should move beyond framing decisions relative to subsidy levels to 
consider long-term investment returns, which generally continue to im-
prove with falling capital costs and higher energy prices, despite reduc-
ing generation subsidies in New South Wales since 2010. Retailers and 
installers of residential photovoltaic systems in Australia are encouraged 
to promote the option of building-integrated panels given favourable pref-
erences shown for such technology.
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